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a b s t r a c t

Classical image segmentation techniques in computer vision exploit visual cues such as image edges,
lines, color and texture. Due to the complexity of real scenarios, the main challenge is achieving mean-
ingful segmentation of the imaged scene since real objects have substantial discontinuities in these visual
cues. In this paper, a new focus-based perceptual cue is introduced: the focus signal. The focus signal cap-
tures the variations of the focus level of every image pixel as a function of time and is directly related to
the geometry of the scene. In a practical application, a sequence of images corresponding to an autofocus
sequence is processed in order to infer geometric information of the imaged scene using the focus signal.
This information is integrated with the segmentation obtained using classical cues, such as color and tex-
ture, in order to yield an improved scene segmentation. Experiments have been performed using different
off-the-shelf cameras including a webcam, a compact digital photography camera and a surveillance
camera. Obtained results using Dice’s similarity coefficient and the pixel labeling error show that a sig-
nificant improvement in the final segmentation can be achieved by incorporating the information
obtained from the focus signal in the segmentation process.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

The visual system is fundamental for humans in order to per-
ceive the surrounding environment. At the lowest level of scene
understanding, the task of distinguishing different objects is funda-
mental due to its key role in the interaction with the perceived
world. In particular, segmenting a scene into different objects can
be understood as finding the spatial relationship between them
and their distance or depth from the observer. In his seminal work
on physiological optics, von Helmholtz distinguishes two main
sources of visual information or visual cues [1]: the first source
relies on experience and some familiarity with the nature of the
perceived scene. Some mechanisms corresponding to this source
are the determination of distance by means of the relative size of
objects, their perspective, texture patterns and shading. The second
source involves and actual perception of depth, such as vergence,
depth perception by motion parallax (e.g., by moving the head),
stereopsis (binocular or stereo vision), and accommodation (or
focusing).

Albeit each visual cue can be regarded as an independent source
of information, at a higher complexity level, object segmentation is
a complex task that involves the combination and interaction of
different cues. As a result, in order to yield a deeper understanding
of the human visual system, it is critical not only to understand
each individual cue, its principles, limitations and advantages,
but also to understand their integration and interaction.

The focus cue in both human and computer vision is an increas-
ingly important research field. Interestingly enough, the literature
concerning the integration of the focus cue with classical percep-
tual cues, such as color, texture, shading, etc., is scarce. In this work,
a framework for the efficient integration of the focus cue with other
low-level monocular cues in order to yield an improved scene seg-
mentation is proposed. Specifically, this paper presents a new inter-
pretation for the autofocusing process by exploiting the implicit
information about the scene geometry found in the variations of
the focus level yielding and improved image segmentation. The
claim is that, being autofocus an unavoidable part of systems with
limited depth-of-field, it is possible to take advantage of this pro-
cess in order to infer useful information about the imaged scene.

Based on an analysis of the image formation process of a defo-
cused image, we propose to model autofocus as a time-variant
interaction between the capturing device and the observed scene,
showing that each imaged point generates a pattern, or focus signal,
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that mainly depends on the configuration of the lens-camera sys-
tem and the scene geometry. Since at every instant, the lens-cam-
era system has the same configuration for all imaged points, the
scene geometry (in particular the separation of objects in space)
can be estimated as a function of the different focus signals, where
the focus signals correspond to the focus measure as a function of
time.

For illustration, Fig. 1 shows an image stack of a video sequence
recorded while a camera is autofocusing on a real scene. The scene
is divided into a discrete number of local regions of interest. An
initial focus-based segmentation of the scene is recovered by clus-
tering the focus signals extracted from each region of interest. The
signal clusters depicted in Fig. 1 can be interpreted as a segmenta-
tion process through which the image is segmented into disjoint
regions by taking into account the geometry of the scene rather
than the color or texture features typically used in segmentation
tasks. Finally, the segmentation is refined by incorporating texture
and color cues by means of classical segmentation schemes.

This paper is organized as follows. Section 2 reviews previous
related work. Fundamental concepts for the proposed approach,
namely focus measure and the focus signal, are introduced in
Sections 3 and 4. The methodology for exploiting the focus signal
in order to yield an improved scene segmentation is presented in
Section 5. The proposed approach is experimentally evaluated in
Section 6. Section 7 is a final discussion.

2. Previous work

Since the work by von Helmholtz [1], the role of accommoda-
tion and defocus in visual perception has extensively been assessed
in the literature of human vision. More recently, it has been exper-
imentally shown that, in fact, the observed amount of defocus blur
is an independent human pictorial depth cue by itself [2,3]. These
results suggest that, in addition to classical cues (stereopsis, shad-
ing, texture, perspective, etc.), the perceived blur is exploited for
retrieving information about the structure of the scene, such as
the depth of objects and occlusions.

In computer vision, different researchers have tackled the prob-
lem of integrating different visual cues. Early efforts to integrate
different low-level visual cues can be traced back to [4], where
the joint effect of stereo, shading and texture was analyzed in
depth perception. In this scope, the existing approaches have
mostly dealt with the integration of low- and high-level perceptual
cues not related to focus, such as contours, optical flow and image
features [5,6]. More recently, Sabatini et al. integrated optical flow,
contrast orientation and binocular disparity for depth perception
[7]. In [8], Ogale and Aloimonos proposed a framework for the
cooperative integration of disparity with basic visual models, such
as segmentation, shape and depth estimation, and occlusion detec-
tion. Some researchers have devoted their efforts on assessing the
integration of visual cues, such as perspective and disparity [9,10]
or texture and shading [11] for specific tasks, such as detecting
surface orientation. Similarly, Pang et al. integrated disparity, color

and shape for real-time object tracking [12]. Recent approaches are
aimed at the integration of multi-sensor data for performing basic
visual tasks such as visual tracking and simultaneous location and
mapping [13,14]. In cooperative cue integration for improved per-
ception, perceptual grouping and stereo disparity have also been
studied [15].

Most research involving the focus cue has been devoted to
depth estimation through shape-from-focus (SFF) and shape-from-
defocus (SFD). SFF consists in capturing an ordered sequence of
images of the same scene with different camera settings in order
to change the degree of focus of every imaged scene point. A
depth-map can be estimated by measuring the focus level of each
point of the scene whereas the position at which each point pre-
sents maximum focus will determine its position with respect to
the camera [16,17]. In SFF, it is assumed that the lens-camera con-
figuration (in terms of the in-focus position) is known for each cap-
tured scene. SFF has been applied in microelectronics, fracture
analysis, polymeric texture analysis and the reconstruction of
microscopic objects [18–22].

SFD is based on the principle that, in diffraction limited optics,
depth can be estimated by measuring the amount of defocus [23–
25]. SFD aims at determining depth as a function of the relative
defocus between observations. There have been different
approaches in both the frequency domain [26] and the spatial
domain of images [25,27] for estimating depth from two or more
images. More recently, Zhuo and Zim have proposed a method to
obtain a defocus map from a single image [28]. SFD, as well as
SFF, perform poorly in scenes with low texture content and have
often been applied in controlled environments.

If the camera’s hardware is allowed to be modified and manip-
ulated, different focus-based alternatives that have provided good
results in focus-based depth estimation are the coded aperture
[29,30] and the plenoptic imaging [31] approaches. With an rigu-
rous control of the camera’s optics and configuration (namely,
the lens focal length, aperture and exposure time), light-efficient
photography has been also studied [32]. From the very beginnings
of the shape-from-defocus framework, Engelhardt and Knop
exploited active illumination in order to perform real-time focus-
based depth estimation [33]. Subsequently, active depth recovery
by projection of light patterns has been exploited in [34] and, more
recently, in [35].

The literature specifically regarding the combination of focus
with other perceptual cues is relatively scarce. In particular, [36]
proposed a hybrid system that combines stereo and shape-from-
focus in order to estimate depth. To the best of our knowledge,
the problem of integrating the focus cue with classical visual cues
such as texture and color for scene segmentation has not been
tackled previously.

3. Defocus and focus measure

In order to obtain a deeper understanding of the focus cue, it is
necessary to analyze how focus and defocus are perceived by

Fig. 1. Focus-aided scene segmentation. An initial focus-based segmentation is generated by clustering the focus signals extracted from the image frames of an autofocus
sequence (signal clusters). The focus signals correspond to the focus measure of non-overlapping image regions as a function of time. The initial focus-based segmentation is
then refined by incorporating classical segmentation cues, such as texture and color, in order to yield an improved focus-aided scene segmentation (final segmentation). (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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