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Image classification is to assign a category of an image and image annotation is to describe individual components
of an image byusing someannotation terms. These two learning tasks are strongly related. Themain contribution
of this paper is to propose a new discriminative and sparse topic model (DSTM) for image classification and an-
notation by combining visual, annotation and label information from a set of training images. The essential fea-
tures of DSTM different from existing approaches are that (i) the label information is enforced in the generation
of both visual words and annotation terms such that each generative latent topic corresponds to a category; (ii)
the zero-mean Laplace distribution is employed to give a sparse representation of images in visualwords and an-
notation terms such that relevant words and terms are associated with latent topics. Experimental results dem-
onstrate that the proposed method provides the discrimination ability in classification and annotation, and its
performance is better than the other testing methods (sLDA-ann, abc-corr-LDA, SupDocNADE, SAGE and
MedSTC) for LabelMe, UIUC, NUS-WIDE and PascalVOC07 images.
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1. Introduction

Image classification and annotation are important problems in com-
puter vision. Image classification is to assign a category of an image, and
the purpose is to describe an image globally. Traditional supervised
learning methods are widely used for image classification, including
support vector machine [9,33], random forest [7,26], and probabilistic
graphic model [6,14,23,34,29]. Image annotation is to describe individ-
ual components of an image by using some annotation terms. Matrix
factorization [36], multi-label learning [39,34] and generative tech-
niques [2,4,15,16,28] have been developed.

Image classification and image annotation are strongly related. For
examples, an image labeled as a coast scene is likely to be annotated
with “boat” and “beach”, but is unlikely to be annotated with “door”
and “window”. An image annotated with “door” and “window” is likely

to be labeled as a street scene, but is unlikely to be labeled as a coast
scene. Label information can be used to enhance the performance of
image annotation, and annotation information can be employed to in-
crease classification accuracy. Therefore, it would be an interesting
and challenging research problemhow to combine both label and anno-
tation information to design efficient and effective methods for image
classification and annotation simultaneously.

Recently, graphmodel [8,11], neural networkmodel [38], supervised
non-negative matrix factorization model [21], regression model [19],
and generative graphical model [32,24] are adopted here. Among
them, the graphmodel and the neural networkmodel have higher com-
plexities for the process of building graph or network. The ideas of other
models are to identify latent topical bases and represent images in the
topical space for later image classification and annotation. However,
the learned topics are not discriminative enough to identify the image
category because they are related to all visual and annotation terms.
An ideal situation is that each topic has its own relevant visual words
and annotation terms as shown in Fig. 1.

In this paper, we propose a discriminative and sparse topic model
(DSTM) to generate latent topics such that relevant visual words and
annotation terms can be identified and irrelevant words and terms
can be ignored. The essential features of DSTM include:

(i) The label information is enforced in the generation of visual
words and annotation terms, which guarantees that each latent
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topic consists of visual words or annotation terms which closely
corresponding to a category, i.e., the learned topics are more
discriminative.

(ii) The zero-mean Laplace distribution is added to a topic generative
process, which makes each topic contain a few visual words and
annotation terms, and then an image can be represented sparsely
by the latent topics.

(iii) The sparse image representation in the identified topic space
is helpful to learn a training model and then to improve classifi-
cation and annotation performance. A series of experiments on
LabelMe, UIUC, NUS-WIDEand PascalVOC07 images are conduct-
ed to demonstrate the performance of DSTM is better than the
other testing methods (sLDA-ann, abc-corr-LDA, SupDocNADE,
SAGE and MedSTC).

The rest of this paper is organized as follows. In Section 2, we de-
scribe related work. In Section 3, we introduce DSTMmodel and its pa-
rameter estimation algorithm. In Section 4, experimental results are
presented to show the DSTM is effective. Finally, some concluding re-
marks are given in Section 5.

2. Related work

Probabilistic graphicalmodel has becomepopular in the datamining
community due to its solid theoretical foundation and promising per-
formance. Latent Dirichlet allocation (LDA) [5] is a hierarchical Bayesian
model that projects a data point into a latent low dimensional space
spanned by a set of automatically learned topical bases. Each topic is a
multinomial distribution over the original features. A wide variety of
its extensions has been proposed in different contexts for different
modeling purposes [35,18,29,34]. In the area of image processing, the
final understanding performance benefits from the graphical model
based on its ability to integrate multi-resource. For instance, Li and
Fei-Fei [23] proposed an integrative model to classify the types of the
events and object components of images.

Traditional methods handle image classification and annotation as
two dependent tasks. Wang et al. [34] proposed the max-margin latent
Dirichlet allocation model (MMLDA) for image classification and annota-
tion. However, they also conduct these two tasks separately. Wang et al.
[32] firstly proposed a joint probabilistic graphical model (sLDA-ann) to
simultaneously classify and annotate images. sLDA-ann assumes that
image annotation and classification share the same latent topic space as

shown in Fig. 2(a), where each topic is a distribution over a vocabulary
containing all image visual words or annotation terms. As shown in
Fig. 3(a), a topic learned by sLDA-ann from LabelMe training data [30]
contains terms “sand beach”, “sea water”, “door”, “window”, and “sky-
scraper”with high probabilities. In this case, it is hard to identify whether
this topic is related to “coast”, “tall building” or “street” category, i.e., the
learned topics have no ability to distinguish the category. Li et al. [24]
presented an annotation-by-class corr-LDA (abc-corr-LDA) model by
enforcing the label information in the annotation termgenerative process,
as shown in Fig. 2(b). This model narrows the scope of annotation terms
for the training images, and then improves the annotation performance.
However, abc-corr-LDA ignores the explicit relation between categories
and visual words. This will result in that each topic is represented by
many visual words distributed over all the dictionary for a testing image
as shown in Fig. 4(a) and (b) (this image comes from the LabelMe testing
dataset [30]). From these figures, we can find that the topics are not
sparse and it is hard to identify the proper category for the testing image.

Zheng et al. [38] proposed the supervised document neural
autoregressive distribution estimator (SupDocNADE)model to simulta-
neously deal with the image classification and annotation tasks. It ob-
tains the hidden topic features by using the neural network on the
mixed representation with all visual and annotation words, and learns
the connection between hidden layer and the class label. SupDocNADE
uses both visual and annotation words to learn the topics, but it does
not consider the sparsity of topic and make use of the label information
during topic learning process.

In datamining and statistical community, sparse learning becomes a
significant research direction to learn parsimonious models. For identi-
fying latent topic, sparsity is a good choice to shrink the vocabulary
range of each topic. The existing sparsity-favoring models include L1
norm, Normal-Gamma, Laplace, spike-and-slab distributions, Student's
t [27,31,25]. Among them, only the Laplace distribution is log-concave,
which leads to a posterior whose log density is a concave function,
then it has a single local maximum [31]. Thus, the Laplace distribution
is often used in Bayesian models where sparsity is desired such as the
sparse additive generative model (SAGE) [12]. Recently, Zhu and Xing
[40] presented the maximum margin supervised sparse topical coding
model (MedSTC) which adopted L1 norm strategy to learn sparse topics
via a constrained optimization process, later Zhang et al. [37] extended
it to the online version. These two models only consider single task
(image classification), i.e., the learned topics are related to only one re-
source (image visual information), which cannot be used to simulta-
neously classify and annotate images.

Fig. 1. Illustration of an identified latent topic on visual words or annotation terms related with “coast”. The ideal topic marked by green box contains few visual words/annotation terms
related with one category. The traditional topic marked by red box often contains many irrelevant visual words/annotation terms.
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