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Most current tracking approaches utilize only one type of feature to represent the target and learn the appearance
model of the target just by using the current frame or a few recent ones. The limited representation of one single
type of featuremight not represent the targetwell.What'smore, the appearancemodel learning from the current
frame or a few recent ones is intolerant of abrupt appearance changes in short time intervals. These two factors
might cause the track's failure. To overcome these two limitations, in this paper, we apply the Augmented Kernel
Matrix (AKM) classification to combine two complementary features, pixel intensity and LBP (Local Binary Pat-
tern) features, to enrich the target's representation. Meanwhile, we employ the AKM clustering to group the
tracking results into a few aspects. And then, the representative patches are selected and added into the training
set to learn the appearancemodel. Thismakes the appearancemodel covermore aspects of the target appearance
andmore robust to abrupt appearance changes. Experiments comparedwith several state-of-the-artmethods on
challenging sequences demonstrate the effectiveness and robustness of the proposed algorithm.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Object tracking is an important problem in computer vision and has
many practical applications, especially for vehicle navigation, augmented
reality (AR) and human computer interface (HCI). Althoughmany track-
ing algorithmshave beenproposed [1–8], it is still a great challenging task
to design a robust tracker which can cope with different kinds of objects
under various situations. A very common difficulty is to deal with the vi-
sual appearance changes of the target over timedue topose changes, sud-
den illumination changes, partial occlusion and background clutter.

To deal with the changes of the object appearance, a common strate-
gy is to adopt an adaptive appearance model [2,3,5], which updates dur-
ing the tracking process with the appearance changes of the target. To
construct the adaptive model, it often uses the current or the latest few
frames and represents the target by one type of the feature. Comaniciu
[1] only used the current frame and represented the target as theweight-
ed feature histogram to construct the appearance model. Ross et al. [3]
employed the incremental learning scheme to learn a low-dimensional
subspace representation, which was based on the pixel intensity.
Babenko et al. [5] represented the target by using the generalized
Haar-like features [9] and applied Multiple Instance Learning (MIL)
[10] to select many discriminative weak classifiers from a feature pool.
The weak classifiers were updated online bymeans of a forgetting factor

and this implicitly meant that the appearance model was built only on
the latest few frames. Kwon and Lee [4] utilized the first initial and latest
four frames and sparse principal component analysis (SPCA) to select a
set of complementary feature templates to model the target. Bai and
Tang [7] proposed the online Laplacian ranking support vector tracker
(LRSVT) to incorporate the initial and the latest frames and the weakly
labeled information in the next frame to model the appearance. In the
LRSVT system, the target was represented by using Haar-like features.

Many of the aforementioned approaches could not deal with all var-
ious appearance changes simultaneously either due to the limited rep-
resentation of one single type of feature or the only usage of the
recent target samples [11]. To cope with the representation limitation,
one strategy was that we could design a strong feature which was ro-
bust to any change. However, it was not an easy task [12,13], especially
for themodel-free tracking problem inwhich no prior knowledge about
the target is known except for the object location at the beginning of
tracking. Another strategy was that we could propose an efficient
scheme that combined different complementary features (e.g. image
features based on pixel intensity, edge and texture information) [12,
13]. One type of feature captured one channel of information of the tar-
get and compensated for others' representation limitation.

To make the tracker be intolerant of abrupt appearance changes in
short time intervals, we could add the tracking result into the training
set [11]. Nevertheless, if we brutally added all the tracking results, it
would need much time to learn the appearance model and even de-
grade the tracker's performance. Instead,we couldmine a few represen-
tative examples from the tracking results to add into the training set.

In this paper, we applied the Augmented Kernel Matrix (AKM) clas-
sification [14–16] to combine two complementary features, the pixel
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intensity and LBP [17] features to model the target's appearance. The
AKM classification assigns different weights to the information channel
per example rather than per kernel. As a result, this could make the
AKM learn a much more representative appearance model to cover
the target appearance changes. Meanwhile, to make usage of the track-
ing result, we proposed the AKM clustering algorithm to group the
tracking result into a few aspects and selected a few examples from
each aspect. The AKM clustering has two advantages as follows. Firstly,
it could decide the number of the cluster automatically, whichwas very
important to the tracking problem. We could not give a predefined
number of clusters due to the arbitrary appearance changes during the
tracking process. Secondly, it could also handle outliers by employing
a soft margin constant. Therefore, it might discard a few inaccurate
tracking results which were unavoidable in the tracking process. And
this contributed to our system to be more robust to abrupt appearance
changes in short time intervals.

The rest of this paper is organized as follows. In Section 2, we briefly
overview the related work. The novel tracking algorithm, the Augment-
ed Kernel Matrix tracker and the implementation details are given in
Section 3. Experimental results and comparison with other state-of-
the-art methods are presented in Section 4. Section 5 summarizes our
work.

2. Related work

To combine different features, Bach et al. [18] formulate themultiple
kernel learning (MKL) as a second-order cone programming (SCOP)
problem, which can be solved efficiently only for medium-scale prob-
lems. Therefore, Rakotomamonjy et al. [19] propose solving by sub-
gradient descent approach,which converges rapidly and is favorably ef-
ficient compared to other MKL algorithms. Vishwanathan et al. [20] de-
velop a very efficient approach, called SMO–MKL,which uses sequential
minimal optimization (SMO) [21] algorithm to solve MKL problem di-
rectly and is easily scaled to the large problem.

In computer vision,MKLhas been applied to object detection [12,22]
and classification [13]. Varma et al. [12] apply MKL to learn a combina-
tion of base kernels and show impressive results on varied object classi-
fication tasks. To make the system more efficient, Vedaldi et al. [22]
extend Varma's work and learn a three-stage classifier which combines
linear and non-linear kernels. Gehler and Nowozin [13] compare differ-
ent feature combination strategies for object classification.

In [14], Yan et al. propose that the AKM learning for a single training
example may have different importance in different feature spaces, in
contrast toMKL that assigns the sameweight to all examples in one fea-
ture space. Due to the large augmented matrix which requires a large
memory, Awais et al. [15] develop a novel two-stage Augmented Kernel
Matrix. Kernels are grouped automatically by kernel alignment and the
most influential training examples are identified within each group and
used to construct the AKM matrix. The AKM learning has been applied
to object recognition [14,15] and shows improvement over MKL and
other feature combination schemes.

In the tracking problem, Kim et al. [23] cluster the tracking results
into a few aspects and learn cluster-specific appearance models for ob-
ject tracking. Different fromKim's work, the purpose of the clustering in
ours is to mine the most representative tracking results and Kim's work
requires an off-line setup to construct the cluster priors.

In [11], Park et al. propose an online clustering algorithm to cluster
the historical information into a few clusters and learn a few cluster-
specific appearance models as Kim did. Due to the online scheme, the
tracker might learn a cluster-specific appearance modeling the back-
ground, which causes tracking failures.

3. The Augmented Kernel Matrix Tracker

In this section, we begin with an overview of multiple kernel learn-
ing, which is a common scheme for feature combination and has been

widely used in object detection [12,22] and classification [13]. Next,
we present the AKM learning [14] for classification and clustering. Final-
ly, we give our tracking algorithm and the implementation details.

3.1. The multiple kernel learning

MKL is to learn a linear combination of different kernels during the
training phase. And the feature combination in MKL can be given in
the following formulation:

K xi; xj
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where fm (xi) is themth feature of image patch xi, the weight dm stands
for the importance of themth kernel Km(fm(xi), fm(xj)) andM is the total
number of kernels. In our work, one feature only corresponds to one
kernel. Therefore, the kernel and feature have the same meaning if
there's no other explanation.

Among themany existingMKL learning algorithms, simpleMKL [19]
is known for its simplicity and efficiency. The optimization problem of
simpleMKL is given as follows:
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where yi is the label of the image patch xi,Φ(fm(xi)) is the implicit map-
ping of fm(xi) imposed by themth kernel, C is the penalty parameter, ηi is
the slack factor, b is the bias and N is the total number of training exam-
ples. Problem (2) can be solved efficiently by alternating betweendeter-
mining the SVM model parameters via a standard SVM solver and
determining the kernel combination importance by using a projected
gradient descent method. Details can be found in [19].

Themain problem inMKL is that all samples in one feature space are
assigned the same weight, however, the individual samples may have
different importance. Another problem is that we find that simpleMKL
often assigns a major weight to one feature due to the sparsity at kernel
level. This would not achieve the goal of feature combination to resist
the appearance changes. Therefore, we use the AKM learning to con-
struct the appearance model.

3.2. Feature combination via AKM classification

The key idea of the Augmented Kernel Matrix Learning is that the
positive and negative training examples in each feature space are classi-
fied as positive or negative respectively. This allows to assign different
weights to the information channel per example rather than per kernel
which exploit information from individual samples deeply. Therefore,
the primal SVM of AKM scheme is given:
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w;b;η

1
2

XM
m¼1

wmk k2 þ C
XM
m¼1

XN
i¼1

ηmi

s:t: yi wT
mΦ f m xið Þð Þ þ b

� �
≥1−ηmi;

ηmi≥0;∀m ¼ 1⋯M; i ¼ 1⋯N;

ð3Þ

466 Y. Bai, M. Tang / Image and Vision Computing 32 (2014) 465–475



Download English Version:

https://daneshyari.com/en/article/526870

Download Persian Version:

https://daneshyari.com/article/526870

Daneshyari.com

https://daneshyari.com/en/article/526870
https://daneshyari.com/article/526870
https://daneshyari.com

