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In this paper, we propose a novel solution for the problem of segmenting macro- and micro-expression frames
(or retrieving the expression intervals) in video sequences, which is a prior step formany expression recognition
algorithms. The proposed method exploits the non-rigid facial motion that occurs during facial expressions by
capturing the optical strain corresponding to the elastic deformation of facial skin tissue. The method is capable
of spotting bothmacro-expressionswhich are typically associatedwith expressed emotions and rapidmicro- ex-
pressionswhich are typically associatedwith semi-suppressedmacro-expressions.We test our algorithmon sev-
eral datasets, including a newly released hour-long video with two subjects recorded in a natural setting that
includes spontaneous facial expressions. We also report results on a dataset that contains 75 feigned macro-
expressions and 37 feigned micro-expressions. We achieve over a 75% true positive rate with a 1% false positive
rate for macro-expressions, and a nearly 80% true positive rate for spotting micro-expressions with a .3% false
positive rate.

© 2014 Published by Elsevier B.V.

1. Introduction

Accurately and automatically spotting frames containing facial
expressions in videos is often a prior step required for high-level facial
analysis, including identifying emotional response, gestures, and human
identification. In many papers, this is a manual pre-processing step, or it
is assumed that the data consists of a single facial expression sequence.
We address this problem using an optical strain based method that is
capable of automatically spotting expressions in video sequences.

In this paper we do not address the problem of identifying expres-
sions, but only solve the expression segmentation problem (see
Fig. 1). Since our method is based on the non-rigid motion of the face,
and not on pre-defined expression models, we are able to capture a
large variety of facial motion corresponding to facial expressions. In
other words, while some traditional techniques are capable of recogniz-
ing pre-defined expressions (such as recognizing when a person smiles
or shows surprise in a video sequence), it is not possible for these types
of methods to recognize expressions for which the algorithm has not
been trained. We propose a novel expression spotting method that
can be used to locate and distinguish between two broad classes of ex-
pressions. First are macro-expressions, which are generally character-
ized as occurring several seconds over several regions of the face. The
second class of expressions typically occurs rapidly and in a single re-
gion of the face, or micro-expressions.

The method presented in this paper represents our complete work
on expression spotting. Earlier ideas related to this method were docu-
mented in [1], with some further results reported in [2]. Some of our
early micro-expression work was reported in [3] and also in a medical
application [4]. We have developed a completely new algorithm com-
pared with our prior work. Specifically, we have included more robust
face tracking, a newmasking technique, and a new peak detection algo-
rithm.We show the performance of the algorithm at several scaled res-
olutions.We give results onmore challenging datasets, including longer
videos that contain a mixture of both macro- and micro-expressions
during a single sequence, as well as spontaneous (genuine) facial
expressions.

Themethod consists of the following steps: (i) the face and eyes are
detected in all frames of the video sequence. These coordinates are then
used to segment the face in to several regions; (ii) the non-rigidmotion
is estimated using an optical flowbasedmethod over several frames, for
each region; (iii) a masking technique is used that removes erroneous
flow estimation caused by blinking the eyes or the opening and closing
of the mouth; (iv) optical strain maps are calculated over each pair of
frames to generate strain maps, which are then summed to generate
strain magnitude for four different regions on the face; (v) lastly, a
peak detection method is used to locate intervals that correspond
with macro-expressions [5], and the remaining intervals are then ana-
lyzed for micro-expressions.

It is important to note that while many papers address the problem
of expression spotting, the definition of spotting is not always consis-
tent. It may also be referred to as expression detection, or in the case
of genuine expressions, spontaneous [6] or authentic expression analy-
sis [7]. In some papers, this refers to determining if a pre-segmented
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group of frames does or does not contain an expression. For example
Zeng et al. [6] propose a single classificationmethod for detecting spon-
taneous expressions (emotion or non-emotion) by training a Support
Vector Data Description (SVDD) on several examples of emotion data.
Then, test segments containing roughly an equal number of frames are
classified with a single binary decision (hence chance is 50%). The
same type of experimental setup can be found in [8] for macro-
expressions, and in Pfister et al. [9] and Polikovsky et al. [10] for
micro-expressions. In [9], local spatio-temporal features are extracted
from a high-speed video sequence (100 frame/s) and then performance
ismeasured using several classifiers. Similarly in [10], a high speed cam-
era (300 frames/s) is used to capture rapid micro-expressions. In their
work, they use 3-D gradient histograms and the Facial Action Coding
System (FACS) to spot the 4 states of micro-expressions: onset, apex,
apex offset, and apex neutral.

A single frame approach using Gabor filters and GentleSVM is used by
Wu et al. [11] Their work is based on the assumption that the appearance
of micro-expressions completely resemble macro-expressions, and thus
they reduce the entire micro-expression problem to the temporal dura-
tion of macro-expressions. While this definition may fit a subset of
micro-expressions, we instead use the general categorization found in
[12] that defines them as a suppression of macro-expressions. Hence,
they are often distorted or only fractional representations of macro-
expressions [13].

Some papers that address the problem of automatic expression anal-
ysis do so only for pre-trained examples, or in other words, they are ca-
pable of recognizing a subset of expressions in uncut videos. For instance,
a dynamic approach can be found in the work by Sung et al. [14], the au-
thors use generalized discriminant analysis for recognizing a subject ran-
domly expressing four different facial expressions (neutral, happy,
surprised, angry) in roughly 30 second videos. Another example can be
found in [15] where seven expressions (neutral, sadness, anger, joy,
fear, disgust, surprise) are automatically recognized in videos. A method
that can detect several more affective states can be found in [16].

Static (single frame) approaches that model a subset of macro-
expressions are also found extensively in the literature, with perhaps
local binary patterns performing among the best [17]. In the work by
Ruiz-Hernandez and Pietikainen [18], a novel LBP encoding technique
is proposed that uses a re-parametrization of the second order Gaussian
jet. Similar to [9] they do not perform spotting, but test on sequences
that each contains a single expression.

A popular method for describing several types of expressions on the
face is the Facial Action Coding Systems (FACSs). In this system, an ac-
tion unit label is given to different types of facialmotion, and the activa-
tion of one or more action units can be used to describe a facial
expression. There are several works in the literature that automatically
detect action units, as well as provide a measure of intensity [19,20].
While there is a similarity between detecting the activation of an action
unit and detecting expressions, the two are not equivalent. For instance,
in the DISFA dataset [21], every action unit is a measure of several parts
of expressions, but not fully reduced; in otherwords, there are still types
of expressions, especially micro-expressions, that are not represented
by the labeled action units. Of course, it is possible to find an action
unit to describe every type of motion on the face, but then training
would be required on each of them. Hence, the main contribution of
our work is that individual training of for each type of motion, or action
unit, is not needed. The goal of our approach is to successfully detect any
type of motion that causes strain, or deformation on the face.

In the work by Zhou et al. [22], the authors propose to use Aligned
Cluster Analysis on points obtained using FACS. In their work, they are
able to identify differing types of spontaneous facial expressions, al-
though it is dependent on a manually defined number of expression
clusters, and performance on micro-expression detection is not given.
Another unsupervised approach is given by Liwicki et al. [23]. In this ap-
proach, an online temporal video segmentation technique is described
that uses a subspace learning method. While it has been used to suc-
cessfully segment several macro-expressions from a video sequence, it
assumes that changes in a scene (or signal) occur slowly, thus it does
not appear to be suited for rapidmicro-expressions which can occur in
a little as 2–3 frames.

Similarly to the unsupervisedmethods, we do not rely on previously
trained models of expressions. However, we want to emphasize a few
key highlights of our method: (i) we rely on the fundamental dynamics
of facial expressions, in that they cause the non-rigid deformation of the
facial skin tissue. Hence, our method is naturally suited to spot all ex-
pressions that cause facial skin deformation; (ii)we detect facial expres-
sion over the entire video sequence, without any manual temporal pre-
segmentation (however we do provide results for an experiment that is
formatted similarly to [9] and [18] who both test on the SMIC corpus, so
performance can be compared); and (iii) we are not aware of any other
method that has yet been proposed that detects bothmacro- andmicro-
expressions. Finally, for clarity, we propose that expression spotting
refer to the temporal segmentation of an entire video into segments
that only contain the frames of each expression.

To further place our method into perspective, we find the categoriza-
tion of motion-based methods useful for expression spotting. In general,
they have been organized [24] into three types, namely: point-model, ho-
listic, or somemixture of these two. Point-model approaches track several
key points on the face over time. The interplay of these points can then be
used to recognize the expression [25]. However, while these algorithms
may be sufficient for large macro-expressions, the average 2–3 pixel
“jittering” in frame to frame tracking often suppresses the nearly equally
small movement observed in micro-expressions. Alternatively, holistic
approaches track all points on the face [26], and hence becomemore suit-
able for detecting a larger variety of possible facial expressions, including
small motion.

Our method fits into the last category, i.e., it uses both a point-model
and holistic approach. Our approach segments the face into several re-
gions based on several detected landmarks. Then, within these segment-
ed regions we use a holistic optical flowmethod that densely tracks each
point on the face. Hence, we hope to haveminimized the drawback of ap-
proaches in the first category, while taking advantage of the potential ro-
bustness associated with methods in the second category.

2. Background

Expressions are generally believed to be the physiological response
to an internal emotional state. While there does appear to be a univer-
sality for some expressions (such as happiness, sadness, surprise,
disgust, and anger) there are a much larger number of possible expres-
sions possible, as well as large inter- and intra-variability between sub-
jects for the same expression. For instance in Fig. 2 there some
expressions we may immediately recognize (such as anger in column
d), however some other expressions may be harder to recognize, or in
fact may not be recognized without context. Hence, the goal is of
this paper is not to present a method which only spots pre-defined
expressions, but to spot segments containing any possible type of
facial expression that involves the strain (or deformation) of facial
skin tissue.

2.1. Macro-expressions

Macro-expressions typically last 3/4th of a second to 2 s (roughly
24–60 frames) [13]. There are 6 universal expressions: happiness,

Fig. 1. The scope of this paper is seen in red (dashed circle).
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