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a b s t r a c t 

In this paper, we introduce methods to differentiate posed expressions from spontaneous ones by capturing 

global spatial patterns embedded in posed and spontaneous expressions, and by incorporating gender and 

expression categories as privileged information during spatial pattern modeling. Specifically, we construct 

multiple restricted Boltzmann machines (RBMs) with continuous visible units to model spatial patterns from 

facial geometric features given expression-related factors, i.e., gender and expression categories. During test- 

ing, only facial geometric features are provided, and the samples are classified into posed or spontaneous 

expressions according to the RBM with the largest likelihood. Furthermore, we propose efficient inference 

algorithm by extending annealing importance sampling to RBM with continuous visible units for calculating 

partition function of RBMs. Experimental results on benchmark databases demonstrate the effectiveness of 

the proposed approach in modelling global spatial patterns as well as its superior posed and spontaneous 

expression distinction performance over existing approaches. 

© 2015 Elsevier Inc. All rights reserved. 

1. Introduction 

Spontaneous expressions reveal one’s real emotions, while posed 

expressions may disguise one’s inner feelings. Automatically distin- 

guishing between spontaneous and posed expressions can benefit 

many real life scenes. For example, service robots can make human–

robot interaction more realistic by perceiving users’ true feelings. 

Doctors can be more certain during diagnosis by knowing patients’ 

genuine feelings. Detectives may detect a lie by differentiating posed 

expression from spontaneous ones. 

Behavior research indicates that posed and spontaneous expres- 

sions are different from each other in both temporal and spatial pat- 

terns. Temporal patterns involve the speed, amplitude, trajectory and 

total duration of onset and offset. For example, Ekman et al. [1,2] re- 

vealed that the trajectory appears often smoother for spontaneous 

expressions than for posed ones, and the total duration is usually 

longer, and onset is more abrupt for posed expressions than spon- 

taneous expressions in most cases. Spatial patterns mainly consist 

of the movement of facial muscles. Ekman et al. [1] found that both 

zygomatic major and orbicularis oculi are contracted during spon- 

taneous smiles, while only zygomatic major is contracted for posed 
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smiles, as shown in Fig. 1 . Furthermore, the contraction of zygo- 

matic major is more likely to occur asymmetrically for posed smiles 

than spontaneous ones [3] . Recently, some works reveal contradic- 

tory findings in spatial patterns. For example, Krumhuber et al. [4] 

questioned the differences of orbicularis oculi muscle movements 

between posed and spontaneous smile. Schmidt et al [5] suggested 

that asymmetry of facial movements may play a much smaller role 

in distinguishing posed and spontaneous smile. But they observed 

other differences between posed and spontaneous smile, such as 

smile intensity [4] , amplitude, maximum speed, and duration [5] . 

Despite lack of a consensus on the differences between posed and 

spontaneous expression, we believe there indeed exist differences 

in spatial and temporal facial patterns between posed and sponta- 

neous facial expressions as demonstrated by existing research. And, 

the goal of this research is to automatically capture the differences 

and to leverage them for distinguishing posed and spontaneous facial 

expressions. 

Inspired by the observations from nonverbal behavior research, 

researchers have begun to pay attention to posed and spontaneous 

expression distinction. The main components of posed and sponta- 

neous expression distinction consists of feature extraction and clas- 

sification. Although various features are proposed to describe tem- 

poral patterns embedded in spontaneous and posed expressions, and 

many classifiers are adopted, most studies only focus on one kind of 

expression, such as smile or pain, and little research explicitly models 
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(a) Posed smile (b) Spontaneous smile

Fig. 1. Posed and spontaneous smile, frames in (a) are from posed smile, and frames in 

(b) are from spontaneous smile. Both the zygomatic major (facial mouth area) and the 

orbicularis oculi (eyes area) are contracted during spontaneous smiles (the first frame 

of (b)), while only the zygomatic major is contracted for posed smiles (the first frame of 

(a)). The contraction of zygomatic major is more likely occur asymmetrically for posed 

smiles than spontaneous ones (second frame in (a) and (b)). 

spatial patterns embedded in posed and spontaneous expression 

respectively. Furthermore, little research incorporates expression- 

related factors, such as gender, age, for posed and spontaneous ex- 

pression classification. Thus, in this paper, we propose restricted 

Boltzmann machine (RBM) to explicitly capture the high-order spa- 

tial patterns embedded in posed and spontaneous expressions from 

facial geometric features, and incorporate gender and expression 

categories as privileged information during spatial pattern model- 

ing. Specifically, we construct multiple RBMs with continuous visi- 

ble units to model high order spatial patterns embedded in posed 

and spontaneous expressions given expression-related factors. Dur- 

ing training, contrastive divergence (CD) [6] is adopted to learn the 

parameters of RBMs. During testing, only facial geometric features are 

provided, and the samples are classified into posed or spontaneous 

expressions according to the RBM with the largest likelihood. Fur- 

thermore, to calculate the partition function of RBMs, we extended 

annealing importance sampling (AIS) [7] to RBM with continuous vis- 

ible units case. 

The rest of the paper is organized as follows: Section 2 presents 

an overview of the related works on posed and spontaneous distinc- 

tion. The detailed introduction of our method is given in Section 3 . 

Section 4 discusses the experimental results. Finally, the paper is con- 

cluded in Section 5 . 

2. Related work 

Current research of posed and spontaneous expression 

differentiation mainly consists of two steps: feature extraction 

and classification. For feature extraction, most research proposes fea- 

tures specially designed for differentiating posed expressions from 

spontaneous ones. For example, Cohn and Schmidt [8] proposed tem- 

poral features, i.e., duration, amplitude, and the ratio of amplitude 

to duration. Valstar [9] defined several mid-level feature, including 

intensity, speed, duration, symmetry, trajectory and the occurrence 

order of brow actions, from the displacements of facial fiducial 

points. Dibeklioglu et al. [10] extracted distance and angular features 

to discriminate the movements of eyelids. They [11] further extracted 

amplitude, duration, speed, and acceleration to describe dynamics 

of eyelid, cheek, and lip corner movements. Seckington [12] defined 

six features including morphology, apex overlap, symmetry, total 

duration, speed of onset and speed of offset, to represent temporal 

dynamics, which is essential for distinguishing between posed and 

spontaneous smiles. In addition to defining posed vs. spontaneous 

expression specified features, some research adopts commonly used 

features for expression recognition. For example, Littlewort et al. 

[13] fed the extracted Gabor wavelet features into support vector 

machine (SVM) to recognize 20 facial action units as the middle-level 

features for posed and spontaneous pain classification. Pfister et al. 

[14] proposed a spatio-temporal local texture features, CLBP-TOP. 

Zhang et al. [15] used scale-invariant feature transform (SIFT) 

appearance features and facial animation parameters (FAP) geomet- 

ric features. 

After feature extraction, classifiers should be trained. Cohn and 

Schmidt [8] adopted a linear discriminant classifier for posed and 

spontaneous smile recognition. Littlewort et al [13] employed SVM, 

Adaboost, and linear discriminant analysis to classify posed and 

spontaneous pain from recognized 20 facial action units. Valstar [9] 

adopted gentle Boost and relevance vector machines to distinguish 

posed vs. spontaneous brow actions. Dibeklioglu et al. [10] used 

continuous HMM, k-NN and naive Bayes classifiers to differentiate 

spontaneous smiles from posed ones. They [11] also employed indi- 

vidual SVM classifiers for different facial regions, and fuse them to 

classify genuine and posed smiles. Seckington [12] proposed to use 

dynamic Bayesian networks (BN) to model the temporal dynamics to 

distinguish between posed and spontaneous expressions. Zhang et al. 

[15] adopted minimal redundancy maximal relevance for feature se- 

lection, and SVM as classifier for discrimination between posed and 

spontaneous versions of six basic emotions. Although various ap- 

proaches have been developed for posed and spontaneous expres- 

sion differentiation, there still exist several limitations. First, most 

computer vision works only focus on one specific expression, such as 

smile. To the best of our knowledge, only two works [14,15] consid- 

ered all six basic expressions (i.e., happiness, disgust, fear, surprise, 

sadness and anger) for posed and spontaneous expressions recog- 

nition. Zhang et al. [15] investigated the performance of a machine 

vision system for posed and spontaneous expressions recognition of 

six basic expression on USTC-NVIE database. Pfister et al. [14] pro- 

posed a generic facial expression recognition framework to differen- 

tiate posed from spontaneous expressions from both visible and in- 

frared images on SPOS database. 

Furthermore, most current works applied different classifiers for 

posed and spontaneous expression recognition, without capturing 

the spatial patterns embedded in posed and spontaneous expres- 

sions explicitly. We call them feature-driven method. Only recently, 

Wang et al. [16] proposed multiple BN to capture posed and sponta- 

neous spatial facial patterns respectively given gender and expression 

categories. We call it a model-based method. Their recognition re- 

sults on the USTC-NVIE and SPOS databases outperform those of the 

state of the art. However, due to the first-order Markov assumption of 

BN, their model can only capture the local dependencies among geo- 

metric features instead of the global and high-order relations among 

them. Furthermore, finding the optimal structure of a large geometric 

feature network for posed and spontaneous expression recognition is 

difficult. Compared with BN, RBM can model higher-order dependen- 

cies among random variables by introducing a layer of latent units 

[17] . It has been widely used to model complex joint distributions 

over structured variables such as image pixels. Thus, in this paper, 

we propose to use RBM to explicitly model complex joint distribu- 

tions over feature points , i.e., spatial patterns, embedded in posed 

and spontaneous expressions respectively. 

In addition, little work incorporates expression-related factors, 

such as gender, age and expression categories, for posed and spon- 

taneous expression distinction, although researches indicate that dif- 

ferent gender have different facial expression manifestation, face 

structures develop with ages, expression manifestation varies with 

ages, and different expressions usually evokes different spatial pat- 

terns [18,19] . Recently, Dibeklioglu et al. [11] analyzed effect of age 

and gender on posed and spontaneous expression distinguishing by 

using age or gender as one feature. Wang et al. [16] employed gen- 

der and expression categories as privileged information to help clas- 

sify posed and spontaneous expressions. Compared with these two 

works, the former requires expression-related factors during both 

training and testing, while the later requires expression-related fac- 

tors only for training. It means expression-related factors should be 

predicted during testing in the former. Such sequential approach 

may propagate the error of expression-related factor recognition 
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