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a b s t r a c t

It is important to be able to evaluate the performance of image segmentation algorithms objectively. In
this paper, we define a new error measure which quantifies the performance of an image segmentation
algorithm for identifying multiple objects in an image. This error measure is based on object-by-object
comparisons of a segmented image and a ground-truth (reference) image. It takes into account the size,
shape, and position of each object. Compared to existing error measures, our proposed error measure
works at the object level, and is sensitive to both over-segmentation and under-segmentation. Hence,
it can serve as a useful tool for comparing image segmentation algorithms and for tuning the parameters
of a segmentation algorithm.

� 2008 Elsevier B.V. All rights reserved.

1. Introduction

Image segmentation is one of the basic problems in image anal-
ysis. Although extensive efforts have been made to develop image
segmentation algorithms, much less attention has been paid to
evaluating the performance of image segmentation algorithms. In
general, evaluation methods for image segmentation can be classi-
fied into analytical and empirical evaluation methods [2]. Empiri-
cal methods, in turn, can be classified into empirical goodness
methods and empirical discrepancy methods.

The analytical methods of evaluation typically focus on analyz-
ing the properties of a segmentation algorithm, such as its process-
ing strategy, complexity, and efficiency. The evaluation is from a
theoretical point of view and does not require the actual imple-
mentation of the algorithms. However, they work only for particu-
lar models or are concerned with certain desirable properties of the
algorithm. The empirical goodness methods of evaluation use the
original image and the resulting segmented image. Goodness can
be expressed in terms of a statistical measure such as the unifor-
mity within segmented regions [3], inter-region contrast [9], or re-
gion shape [10]. However, without a reference image, the goodness
may not be objective.

The empirical discrepancy methods, to which our proposed
metric belongs, explicitly calculate the error between the seg-
mented image and a reference (ground-truth) image. The reference
image is often obtained manually with the help of a human expert,

and the segmented image is from a segmentation algorithm. Com-
mon error measures are the number of mis-segmented pixels [4,5],
the position of mis-segmented pixels [6], the number of objects in
the image [7,14], or the geometric features of segmented objects
such as area, perimeter, or sphericity [8]. Almost all empirical
methods are constructed by considering image segmentation as a
process of pixel labeling, except for [14] which focuses on the num-
ber of objects exclusively with regard to the sizes. Consequently,
they are not appropriate for object-level evaluation.

In contrast, Martin et al. [11] proposed an interesting empirical
discrepancy measure for evaluating segmentation. It is an object-
by-object error measure, and is very useful to quantify the consis-
tency between segmentations manually performed by different peo-
ple of the same image who view the image at different granularities
or scales. Unfortunately, it is inappropriate for segmentation appli-
cations in which the details of the segmentation in terms of the exact
object boundaries are important. As an example, when an over-seg-
mented image is simply a refined version of an under-segmented im-
age, the Martin error measure would consider the two to be
consistent and therefore correct with respect to each other.

This lack of penalty for over or under-segmentation was recog-
nized in [13], which proposed an error measure based on the con-
cept of partition distance. Partition distance counts the number of
pixels, normalized with respect to the image size, that must be re-
moved from the interpretation, i.e., segmentation of an image until
the induced segmentation agrees with the reference image. Conse-
quently, similar to [11], partition distance considers all levels of
over and under refinements to be equally incorrect. In addition,
the calculation of partition distance does not weigh objects accord-
ing to their sizes. However, both of the above properties are impor-
tant in many applications.

In this paper, we propose a new empirical discrepancy error
measure, called object-level consistency error (OCE), which quan-
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tifies the similarity (or discrepancy) between a segmented image
and the ground truth image at the object level. The key novelty
of the error measure is that it takes into account the existence, size,
position, and shape of each fragment and penalizes both over-seg-
mentation and under-segmentation. At the same time, it retains
the properties of being normalized (0 6 OCEðIg ; IsÞ 6 1 and
OCEðIg ; IsÞ ¼ 0 only if Ig ¼ Is), symmetric (OCEðIg ; IsÞ ¼ OCEðIs; IgÞ),
and scale invariant (OCEðIg ; IsÞ ¼ OCEðIscaled

s ; Iscaled
g Þ), where Ig and Is

are the segmented and the ground-truth images, and Iscaled
g and

Iscaled
s are their scaled versions, respectively. We argue that our pro-

posed OCE can effectively serve as an objective evaluation of image
segmentation algorithms and for tuning the parameters of a seg-
mentation algorithm.

The rest of the paper is organized as follows. Section 2 describes
the error measure proposed by Martin et al. Section 3 describes our
proposed performance metric. The experimental results are pro-
vided in Section 4, followed by the conclusions in Section 5.

2. Martin error measure

Martin et al. [11] proposed an interesting error measure, which
takes two images Ig and Is as input, and produces a real-valued out-
put in the range of [0,1] where 0 signifies no error and 1 worst seg-
mentation. The measure is shown to be effective for qualitative
similarity comparison between segmentations by humans, who of-
ten produce results with varying degrees of perceived details,
which are all intuitively reasonable and therefore ‘‘correct”. On
the other hand, the Martin error measure is sensitive to qualita-
tively different segmentations.

Assume Ig ¼ fA1;A2; . . . ;AMg is a reference image where Aj is the
jth fragment in Ig . Assume further that Is ¼ fB1;B2; . . . ;BNg is the
segmented image where Bi is the ith fragment in Is. Let jAj repre-
sent the number of pixels in A. Martin et al. [11] define the error
between fragment Aj and Bi (in a different but equivalent form) as

Pji ¼
jAj n Bij
jAjj

� jAj

\
Bij ¼ 1� jAj

T
Bij

jAjj

� �
� jAj

\
Bij; ð1Þ

where n denotes the set difference operation and
T

denotes the
intersection. Similarly, the error between fragment Bi and Aj is de-
fined as

Qji ¼
jBi n Ajj
jBij

� jAj

\
Bij ¼ 1� jAj

T
Bij

jBij

� �
� jAj

\
Bij: ð2Þ

The total area of intersection between Ig and Is is calculated by

n ¼
XM

j¼1

XN

i¼1

jAj

\
Bij: ð3Þ

There are two variants of the Martin error measure, global consis-
tency error (GCE) and local consistency error (LCE). Specifically,

GCEðIg ; IsÞ ¼
1
n

min
XM

j¼1

XN

i¼1

Pji;
XM

j¼1

XN

i¼1

Q ji

( )
; ð4Þ

LCEðIg ; IsÞ ¼
1
n

XM

j¼1

XN

i¼1

minðPji;QjiÞ: ð5Þ

Although these error metrics are calculated by grouping pixels into
objects first, they unfortunately tolerate over-segmentation and un-
der-segmentation, as a consequence of their intended purpose for
comparing human segmentations. As an example, take Fig. 1 which
shows a ground truth image of a single object (I0) and three possible
hypothetical segmentation results (I1, I2, and I3) with varying de-
grees of over-segmentation. Comparing A1 and B1, M ¼ N ¼ 1, and
n ¼ jA1

T
B1j. Since A1 and B1 are identical, P11 ¼ Q11 ¼ 0 and

GCE ¼ LCE ¼ 0, as expected of a reasonable error measure. However,
for the segmentation in Fig. 1(c), I2 ¼ fC1;C2g where C1 and C2 are
each one half of A1 (assuming object boundaries are of zero-pixel
width) and M ¼ 1 and N ¼ 2, so that P1i ¼ 1

2jA1
T

Cij > 0 and
Q1i ¼ 0 (i ¼ 1;2) and therefore GCE ¼ LCE ¼ 0, incorrectly indicating
no error. Similarly, in Fig. 1(d), I3 ¼ fD1;D2;D3gwhere D1 is a half of
A1 and D2 and D3 are a quarter of A1, respectively, so that Q1i ¼ 0
(i ¼ 1;2;3) and GCE ¼ LCE ¼ 0. As can be seen, the object in
Fig. 1(a) can be indefinitely over-segmented, and yet error measures
(4) and (5) are insensitive to the extent of over-segmentation. The

A1 B1

C2C1 D1

D2

D3

Fig. 1. The ground-truth image and three possible segmentations yield identical error scores according to Eqs. (4) and (5).
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