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a b s t r a c t

Active Appearance Model (AAM) represents the shape and appearance of an object via two low-dimen-
sional subspaces, one for shape and one for appearance. AAM for facial images is currently receiving con-
siderable attention from the computer vision community. However, most existing work focuses on fitting
an AAM to a single image. For many applications, effectively fitting an AAM to video sequences is of crit-
ical importance and challenging, especially considering the varying quality of real-world video content.
This paper proposes an Adaptive Active Appearance Model (AAAM) to address this problem, where both
a generic AAM component and a subject-specific appearance model component are employed simulta-
neously in the proposed fitting scheme. While the generic AAM component is held fixed, the subject-spe-
cific model component is updated during the fitting process by selecting the frames that can be best
explained by the generic model. Experimental results from both indoor and outdoor representative video
sequences demonstrate the faster fitting convergence and improved fitting accuracy.

� 2009 Elsevier B.V. All rights reserved.

1. Introduction

Model-based image registration/alignment is a fundamental to-
pic in computer vision. Active Appearance Model (AAM) has been
one of the most popular models for image alignment [10]. Face
alignment using an AAM is receiving considerable attention from
the computer vision community because it enables various capa-
bilities such as facial feature detection, pose rectification, and gaze
estimation. However, most existing work focuses on fitting the
AAM to a single facial image. With the abundance of surveillance
cameras and greater need for face recognition from video, methods
to effectively fit an AAM to facial images in videos are of increasing
importance. This paper addresses this problem and proposes a no-
vel algorithm for it.

There are two basic components in face alignment using an AAM:
model learning and model fitting. Given a set of facial images, model
learning is the procedure of training the AAM, which is essentially
two distinct linear subspaces modeling facial shape and appearance
respectively. Model fitting refers to estimating the parameters of the
resulting AAM on faces in an image or video frames by minimizing
the distance measured between the face and the AAM.

In the context of fitting an AAM to video sequences, conven-
tional methods directly fit the AAM to each frame by using the fit-
ting results, i.e., the shape and appearance parameters, of the
previous frame as the initialization of the current frame. However,
as shown in the previous work [16], fitting to faces of an unseen
subject can be hard due to the mismatch between the appearance

of the facial images used for training the AAM and that of the video
sequences, especially when the video sequences are captured in
the outdoor environment. Also, the conventional method only reg-
isters each frame with respect to the AAM, without enforcing the
frame-to-frame registration across video sequences, which is nec-
essary for many practical applications, such as multi-frame super-
resolution [28].

To address this problem, we propose a novel model learning
and fitting approach to continuously fit a mesh-based face model
to video sequences. Both a generic AAM component and a sub-
ject-specific appearance model component are employed simulta-
neously in the proposed model learning, where the subject-specific
model is learned and updated in an online fashion by making use of
the test video sequence. Hence, in our approach, the training (learn
the subject-specific model) and test (fit the face model to a frame)
phases take place simultaneously. The proposed fitting algorithm is
an extension of the state-of-the-art image alignment algorithm –
the Simultaneous Inverse Compositional (SIC) method [3], which
minimizes the distance of the warped image observation and the
generic AAM model during the fitting. We call our proposed ap-
proach as ‘‘Adaptive Active Appearance Model (AAAM)” algorithm,
which not only minimizes the aforementioned distance measure,
but also the distance between the warped image and the adaptive
subject-specific model. Note that here ”Adaptive” refers to the sub-
ject-specific appearance model component because the generic
AAM component remains fixed throughout our algorithm. Exten-
sive experimental results demonstrate that the AAAM algorithm
improves both the fitting speed and the fitting accuracy compared
to the conventional SIC method. The earlier version of this work
was published at [23].
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The proposed approach has three main contributions.

1. In terms of model learning, our AAAM is composed of a generic
AAM and a subject-specific appearance model. By tailing
toward the application of fitting face models to videos
sequences, we study various strategies of adapting the sub-
ject-specific model in an online fashion using the video content
at previous time instances, so that the AAAM can fully utilize
the subject-specific information in face model fitting.

2. In terms of model fitting, this paper extends the conventional
SIC method by allowing a hybrid appearance model, which
includes both an eigenspace-based appearance model and a
number of appearance templates. We provide the derivation
of the fitting method using this novel appearance model, as well
as the computation analysis.

3. In terms of applications, we improve the performance of fitting
face models to video sequences compared to the state-of-the-
art SIC method. We demonstrate that satisfying fitting perfor-
mance can be observed when fitting a generic model to unseen
subjects, in both indoor and outdoor scenarios.

This paper is organized as follows. After a brief description of
the related work in Section 2, this paper presents the model learn-
ing and fitting methods of the conventional AAM in Section 3. Sec-
tion 4 presents the proposed AAAM algorithm in detail. Section 5
provides experimental results, and conclusions are given in
Section 6.

2. Prior work

Image alignment is a fundamental problem in computer vision.
Since early 90 s, ASM [10] and AAM [11,24] have become one of the
most popular model-based image alignment methods because of
their elegant mathematical formulation and efficient computation.
For the template representation, AAM’s basic idea is to use two
eigenspaces to model the object shape and shape-free appearance
respectively. For the distance metric, the MSE between the appear-
ance instance synthesized from the appearance eigenspace and the
warped appearance from the image observation is minimized by
iteratively updating the shape and/or appearance parameters.
ASM and AAM have been applied extensively in many computer vi-
sion tasks, such as facial image processing [29,13,14], medical im-
age analysis [6], image coding [4], industrial inspection [27], object
appearance modeling [17], etc. Cootes and Taylor [12] have an
extensive survey on this topic.

Due to the needs of many practical applications such as face
recognition, expression analysis and pose estimation, extensive re-
search has been conducted in face alignment, among which AAM
[10,3] and their variations [5,14,8,15] are probably one of the most
popular approach. Baker and Matthews [3] proposed the Inverse
Compositional (IC) method and SIC method that greatly improves
the fitting speed and performance. However, little work has been
done in fitting an AAM to facial video sequences in particular. Ahl-
berg [1] utilized a simplified AAM to track facial features in videos.
Koterba et al. [19] proposed to use a 3D face model as a constraint
in fitting multiple video frames. Matthews et al. [25] also updated
the generic AAM using the warped image observation, such that a
subject-specific model can be obtained during the fitting process.
Comparing to their approach, we will show that treating the previ-
ous frame information as an additional constraint can improve the
fitting speed, not to mention saving the extra time needed to up-
date the bulky eigenspace of the appearance model in an AAM.
Bosch et al. [7] proposed an Active Appearance Motion Model that
captures the motion pattern in video sequences by taking the con-
catenation of the landmarks from multiple frames as training sam-

ples. This approach takes advantage of the periodic motion pattern
in medical image sequences. In contrast, our approach does not
make any assumption on the object’s motion. Batur and Hayes
[5] proposed an extension of AAM fitting algorithm in that the gra-
dient matrix can be adapted, rather than fixed, which offers im-
proved fitting performance on static images. This is very different
to our approach since we study video-based fitting and our appear-
ance model contains both generic and subject-specific appearance
information.

3. Active Appearance Model

This section will first introduce the model learning of the con-
ventional Active Appearance Model, including the shape model
and the appearance model. It will then briefly describe the method
of fitting AAM to a static image.

3.1. Model learning

The shape model and appearance model part of an AAM are
trained with a representative set of facial images. The distribution
of facial landmarks are modeled as a multi-dimensional Gaussian
distribution, which is regarded as the shape model. The procedure
for training a shape model is as follows. Given a face database, each
facial image is manually labeled with a set of 2D landmarks,
½xi; yi� i ¼ 1;2; . . . ;v . The collection of landmarks of one image is
treated as one observation from the random process defined by
the shape model, s ¼ ½x1; y1; x2; y2; . . . ; xv ; yv �

T. Eigen-analysis is ap-
plied to the observation set and the resulting linear shape model
represents a shape as,

sðPÞ ¼ s0 þ
Xn

i¼1

pisi; ð1Þ

where s0 is the mean shape, si is the ith shape basis, and
p ¼ ½p1; p2; . . . ;pn� are the shape parameters. By design, the first four
shape basis vectors represent global rotation and translation.
Together with other basis vectors, a mapping function from the
model coordinate system to the coordinates in the image observa-
tion is defined as Wðx; pÞ, where x is a pixel coordinate defined
by the mean shape s0.

After the shape model is trained, each facial image is warped
into the mean shape using a piecewise affine transformation. These
shape-normalized appearances from all training images are fed
into an eigen-analysis and the resulting model represents an
appearance as,

Aðx; kÞ ¼ A0ðxÞ þ
Xm

i¼1

kiAiðxÞ; ð2Þ

where A0 is the mean appearance, Ai is the ith appearance basis, and
k ¼ ½k1; k2; . . . ; km� are the appearance parameters. Fig. 1 shows an
AAM trained using 534 images of 200 subjects from the ND1 3D
face database [9]. In conclusion, the collection of the shape model
and appearance model is conventionally treated as the AAM:
I ¼ fsi;Ajgi2½0;n�;j2½0;m�.

3.2. Model fitting

An AAM can synthesize facial images with arbitrary shape and
appearance within the range expressed by the training population.
Thus, the AAM can be used to explain a facial image by finding the
optimal shape and appearance parameters such that the synthe-
sized image is as similar to the image observation as possible. This
leads to the cost function used for model fitting [11],
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