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Abstract

An active vision system is a robot device for controlling the optics and mechanical structure of cameras based on visual information to
simplify the processing for computer vision. In this paper, we present a kinematic model for the optimal design of such active vision
systems. We first build a generic kinematic model for robot structure error analysis using a Denavit–Hartenberg transformation matrix,
differential changes for this transformation matrix and link parameters. We then extend it to analyze an active vision system using algo-
rithms for estimating depth using stereo cameras. This model is generic and is suitable for analysis of any active vision system. Since we
can employ it to analyze errors based on variations of link parameters when we use an active vision system to estimating depth, we can
combine it with a cost-tolerance model to implement an optimal design for active vision systems. In this way, we can not only save man-
ufacturing cost and implement design for manufacturing (DFM) but reduce or avoid calibration work for an active vision system. Our
algorithm also works for a binocular head and on even more complex tasks. Based on our approach, we have created a software tool that
functions as a C++ class library. We also demonstrate how to use this software model to analyze a real system TRICLOPS, which is a
significant proof of concept.
� 2006 Elsevier B.V. All rights reserved.
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1. Introduction

A robot manipulator is a position oriented mechanical
device. The accuracy of the manipulator’s position in an
application environment is dependent on the manufactur-
ing accuracy and the control accuracy. Unfortunately,
there often exists both manufacturing error and control
error. Generally, robots must be calibrated to improve
their accuracy. Calibration involves robot kinematic mod-
eling, pose measurement, parameter identification and
accuracy compensation. These calibrations are hard work
and time consuming.

For an active vision system, a robot device for control-
ling the motion of cameras based on visual information
due to measurement noise, the kinematic calibrations

are much more difficult. As a result, most existing active
vision systems are not accurately calibrated Shih [8]. To
address this problem, many researchers select self-calibra-
tion techniques. In this paper, we apply a more active
approach, that is, we reduce the kinematic errors at the
design stage instead of at the calibration stage. Further-
more, we combine the model described in this paper with
a cost-tolerance model to implement an optimal design
for active vision systems so that they can be used more
widely in enterprise.

We begin to build the model using the relation between
two connecting joint coordinates defined by a DH homoge-
neous transformation. We then use the differential relation-
ship between these two connecting joint coordinates to
extend the model which relates the kinematic parameter
errors of each link to the pose error of the last link. Given
this model, we can implement an algorithm for estimating
depth using stereo cameras, extending the model to handle
an active stereo vision system.
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Based on these two models, we have developed a set of
C++ class libraries. Using this set of libraries, we can esti-
mate robot pose errors or depth estimation errors based on
kinematic errors. Furthermore, we can apply these libraries
to find the key factors that affect accuracy. As a result,
more reasonable minimum tolerances or manufacturing
requirements can be defined so that the manufacturing cost
is reduced while retaining relatively high accuracy. Besides
providing an approach to find the key factors and best set-
tings of key parameters, we demonstrate how to use a cost-
tolerance model to evaluate the settings. In this way, we
can implement optimal design for manufacturing (DFM)
in enterprises. Because our models are derived from the
Denavit–Hartenberg transformation matrix, differential
changes for the transformation matrix and link parameters,
and the fundamental algorithm for estimating depth using
stereo cameras, they are suitable for any manipulator or
stereo active vision system.

The remainder of this paper is organized as follows. Sec-
tion 2 derives the model for analyzing the effect of param-
eter errors on robot poses. Section 3 introduces the
extended kinematic error model for an active vision system.
It should be noted that this extended model is the main
contribution of our paper and that we integrate the robot
differential kinematics into an active vision system. Section
4 provides more detailed steps describing how to use our
approach. Section 5 discuss some issues related to the
design of active vision systems and DFM. Section 6 pre-
sents a case study for a real active vision system and cost
evaluation using a cost-tolerance model. Finally, Section
7 offers concluding remarks.

2. Kinematic error model for a manipulator

A serial link manipulator consists of a sequence of links
connected together by actuated joints [7]. The kinematical
relationship between any two successive actuated joints is
defined by the DH (Denavit–Hartenberg) homogeneous
transformation matrix. The DH homogeneous transforma-
tion matrix is dependent on the four link parameters, that
is, hi, ai, ri, and di. For the generic robot forward kinemat-
ics, only one of these four parameters is variable. If joint i is
rotational, the hi is the joint variable and di, ai, and ri are
constants. If joint i is translational, the di is the joint vari-
able and h, ai, and ri are constants. Since there always exists
errors for these four parameters, we also need a differential
relationship between any two successive actuated joints.
This relationship is defined by matrix d Ai which is depen-
dent on dhi, dai, dri, and ddi as well as hi, ai, ri, and di. Given
the relationship between two successive joints Ai and differ-
ential relationship between two successive joints dAi, we
can derive an equation to calculate the accurate position
and orientation of the end-effector with respect to the
world coordinate system for a manipulator with N degrees
of freedom (DOF).

In this section, we will first derive the differential changes
between two successive frames in Section 2.1. We then

give the error model for a manipulator of N degrees of free-
dom with respect to the world coordinate system in Section
2.2.

2.1. Differential changes between two frames

For an N DOF manipulator described by the Denavit–
Hartenberg definition, the homogeneous transformation
matrix Ai which relates the (i � 1)th joint to ith joint is [7]

Ai ¼

chi �shicai shisai richi

shi chicai �chisai rishi

0 sai cai di

0 0 0 1

2
6664

3
7775 ð1Þ

where s and c refer to sine and cosine functions, and hi, ai,
ri, and di are link parameters. Given the individual trans-
formation matrix Ai, the end of an N DOF manipulator
can be represented as

TN ¼ A1A2 � � �AN�1AN ð2Þ
We will also use the following definitions. We define
Ui = AiAi+1 � � � AN with UN+1 = I, and a homogeneous
matrix

Ai ¼
ni oi Ai pi

0 0 0 1

� �
ð3Þ

where ni, oi, ai and pi are 3 · 1 vectors.
Given the ith actual coordinate frame Ai and the ith

nominal frame A0
i , we can obtain an additive differential

transformation dAi

dAi ¼ Ai � A0
i ð4Þ

If we represent the ith additive differential transformation
dAi as the ith differential transformation dAi right multiply-
ing the transformation Ai, we can write

dAi ¼ AidAi ð5Þ
In this case, the changes are with respect to coordinate
frame Ai.

Assuming the link parameters are continuous and differ-
entiable we can represent dAi in another way, that is

dAi ¼
oAi

ohi
dhi þ

oAi

oai
dai þ

oAi

ori
dri þ

oAi

odi
ddi ð6Þ

Comparing (5) with (6), we obtain

dAi ¼ A�1 oAi

ohi
dhi þ

oAi

oai
dai þ

oAi

ori
dri þ

oAi

odi
ddi

� �
ð7Þ

For the homogeneous matrix, the inverse matrix of Ai is

A�1
i ¼

nt
i �pi � ni

ot
i �pi � oi

At
i �pi � Ai

01�3 1

2
6664

3
7775 ð8Þ

By differentiating all the elements of Eq. (1) with respect to
hi, ai, ri and di, respectively, we obtain
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