
Social-oriented visual image search

Shaowei Liu a,⇑,1,2, Peng Cui a,1,2, Huanbo Luan b, Wenwu Zhu a,1,2, Shiqiang Yang a,1,2, Qi Tian c

a Department of Computer Science, Tsinghua University, Beijing, China
b School of Computing, National University of Singapore, Singapore
c Department of Computer Science, University of Texas at San Antonio, United States

a r t i c l e i n f o

Article history:
Received 15 September 2012
Accepted 27 June 2013
Available online 30 August 2013

Keywords:
Social image search
Image reranking
Social relevance

a b s t r a c t

Many research have been focusing on how to match the textual query with visual images and their sur-
rounding texts or tags for Web image search. The returned results are often unsatisfactory due to their
deviation from user intentions, particularly for queries with heterogeneous concepts (such as ‘‘apple’’,
‘‘jaguar’’) or general (non-specific) concepts (such as ‘‘landscape’’, ‘‘hotel’’). In this paper, we exploit social
data from social media platforms to assist image search engines, aiming to improve the relevance
between returned images and user intentions (i.e., social relevance). Facing the challenges of social data
sparseness, the tradeoff between social relevance and visual relevance, and the complex social and visual
factors, we propose a community-specific Social-Visual Ranking (SVR) algorithm to rerank the Web
images returned by current image search engines. The SVR algorithm is implemented by PageRank over
a hybrid image link graph, which is the combination of an image social-link graph and an image visual-
link graph. By conducting extensive experiments, we demonstrated the importance of both visual factors
and social factors, and the advantages of social-visual ranking algorithm for Web image search.

� 2013 Elsevier Inc. All rights reserved.

1. Introduction

Image search engines play the role of a bridge between user
intentions and visual images. By simply representing user inten-
tions with textual query, many existing research works have been
focusing on how to match the textual query with visual images and
their surrounding texts or tags. However, the returned results are
often unsatisfactory due to their deviation from user intentions.
Let’s take the image search case ‘‘jaguar’’ as an example scenario,
as shown in Fig. 1. Different users have different intentions when
inputting the query ‘‘jaguar’’. Some are expecting leopard images,
while others are expecting automobile images. This scenario is
quite common, particularly for queries with heterogeneous con-
cepts (such as ‘‘apple’’, ‘‘jaguar’’) or general (non-specific) concepts
(such as ‘‘landscape’’, ‘‘hotel’’). This raises a fundamental but
rarely-researched problem in Web image search: how to under-
stand user intentions when users conducting image search?

In the past years, this problem is very difficult to resolve due to
the lack of social (i.e., inter-personal and personal) or personal data
to reveal user intentions. On one hand, the user search logs, which
contain rich user information, are maintained by search engine

companies and kept confidential; on the other hand, the lack of
ID (user identifier) information in the user search logs makes them
hard to be exploited for intention representation and discovery.
However, with the development of social media platforms, such
as Flickr and Facebook, the way people can get social (including
personal) data has been changed: users’ profiles, interests and their
favorite images are exposed online and open to public, which are
crucial information sources to implicitly understand user
intentions.

Thus, let’s imagine a novel and interesting image search sce-
nario: what if we know users’ Flickr ID when they conducting im-
age search with textual queries? Can we exploit users’ social
information to understand their intentions, and further improve
the image search performances? In this paper, we exploit social
data from social media platforms to assist image search engines,
aiming to improve the relevance between returned images and
user intentions (i.e., user interests), which is termed as Social
Relevance.

However, the combination of social media platforms and image
search engine is not easy in that:

(1) Social data sparseness. With respect to image search, the most
important social data is the favored images of users. However,
the large volume of users and images intrinsically decide the
sparseness of user-image interactions. Therefore most users
only possess a small number of favored images, from which
it is difficult to discover user intentions. This problem can be
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alleviated by grouping users into communities, with the
hypothesis that users in the same community share similar
interests. Thus, a community-specific method is more practi-
cal and effective than a user-specific method.

(2) The tradeoff between social relevance and visual relevance.
Although this paper aims to improve the social relevance of
returned image search results, there still exists another impor-
tant aspect: the Visual Relevance between the query and
returned images. The visual relevance may guarantee the qual-
ity and representativeness of returned images for the query,
while the social relevance may guarantee the interest of
returned images for the user, both of which are necessary for
good search results. Thus, both social relevance and visual rel-
evance are needed to be addressed and subtly balanced.

(3) Complex factors. To generate the final image ranking, we
need to consider the user query, returned images from cur-
rent search engines, and many complex social factors (e.g.
interest groups, group-user relations, group-image relations,
etc.) derived from social media platforms. How to integrate
these heterogeneous factors in an effective and efficient
way is quite challenging. In order to deal with the above
issues, in this paper, we propose a community-specific
Social-Visual Ranking (SVR) algorithm to rerank the Web
images returned by current image search engines. More spe-
cifically, given the preliminary image search results
(returned by current image search engines, such as Flickr
search and Google Image) and the user’s Flickr ID, we will
use group information in social platform and visual contents
of the images to rerank the Web images for a group that the
user belongs to, which is termed as the user’s membership
group. The SVR algorithm is implemented by PageRank over
a hybrid image link graph, which is the combination of an
image social-link graph and an image visual-link graph. In
the image social-link graph, the weights of the edges are
derived from social strength of the groups. In the image
visual-link graph, the weights of the edges are based on
visual similarities. Through SVR, the Web images are
reranked according to their interests to the users while
maintaining high visual quality and representativeness for
the query.

It is worthwhile to highlight our contributions as follows:

(1) We propose a novel image search scenario by combining the
information in social media platforms and image search
engines to address the user intention understanding prob-
lem in Web image search, which is of ample significance to
improve image search performances.

(2) We propose a community-specific social-visual ranking
algorithm to rerank Web images according to their social
relevances and visual relevances. In this algorithm, complex
social and visual factors are effectively and efficiently incor-
porated by hybrid image link graph, and more factors can be
naturally enriched.

(3) We have conducted intensive experiments, indicated the
importance of both visual factors and social factors, and
demonstrated the advantages of social-visual ranking algo-
rithms for Web image search. Except image search, our algo-
rithm can also be straightforwardly applied in other related
areas, such as product recommendation and personalized
advertisement.

The rest of the paper is organized as follows. We introduce
some related works in Section 2. Image link graph generation
and image ranking is presented in Section 3. Section 4 presents
the details and analysis of our experiments. Finally, Section 5 con-
cludes the paper.

2. Related work

Aiming at improving the visual relevance, a series of methods
are proposed based on incorporating visual factors into image
ranking. The approaches can be classified into three categories:
classification [1–3], clustering [4] and link graph analysis [5–7].
An essential problem in these methods is to measure the visual
similarity [8], assuming that similar images should have similar
ranks. Besides, many kinds of features can be selected to estimate
the similarity, including global features such as color, texture,
and shape [9,10], and local features such as Scale Invariant Fea-
ture Transform (SIFT) feature [11]. Although there are different

Fig. 1. The results returned by Flickr for the query ‘‘jaguar’’, recorded on April, 10th, 2012.
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