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a b s t r a c t

Matching 3D faces for recognition is a challenging task caused by the presence of expression variations,
missing data, and outliers. In this paper the meshSIFT algorithm and its use for 3D face recognition is pre-
sented. This algorithm consists of four major components. First, salient points on the 3D facial surface are
detected as mean curvature extrema in scale space. Second, orientations are assigned to each of these
salient points. Third, the neighbourhood of each salient point is described in a feature vector consisting
of concatenated histograms of shape indices and slant angles. Fourth, the feature vectors of two 3D facial
surfaces are reliably matched by comparing the angles in feature space. This results in an algorithm
which is robust to expression variations, missing data and outliers.

As a first contribution, we demonstrate that the number of matching meshSIFT features is a reliable
measure for expression-invariant face recognition, as shown by the rank 1 recognition rate of 93.7%
and 89.6% for the Bosphorus and FRGC v2 database, respectively. Next, we demonstrate that symmetris-
ing the feature descriptors allows comparing two 3D facial surfaces with limited or no overlap. Validation
on the data of the ‘‘SHREC’11: Face Scans’’ contest, containing many partial scans, resulted in a recogni-
tion rate of 98.6%, clearly outperforming all other participants in the challenge. Finally, we also demon-
strate the use of meshSIFT for two other problems related with 3D face recognition: pose normalisation
and symmetry plane estimation. For both problems, applying meshSIFT in combination with RANSAC
resulted in a correct solution for ±90% of all Bosphorus database meshes (except ±90� and ±45� rotations).

� 2012 Elsevier Inc. All rights reserved.

1. Introduction

Although research in automatic face recognition has been con-
ducted since the 1960s [1], it is still an active research area. Since
2D, image-based, face recognition is still hampered by pose varia-
tions and varying lighting conditions, recent research has shifted
from 2D to 3D face representations. This shift is demonstrated by
the establishment of large evaluation studies of 3D face recognition
algorithms. In 2006, the Face Recognition Grand Challenge (FRGC)
[2] was the first large comparison, followed by the Shape Retrieval
Contest (SHREC) in 2007 [3], 2008 [4] and 2011 [5].

Three-dimensional face recognition in real case scenarios is
becoming affordable due to technological improvements in 3D sur-
face acquisition devices for security purposes. However, some
important challenges inherent to 3D face recognition as well as re-
lated to acquisition issues remain. Inherent challenges are mainly
due to intra-subject deformations, often caused by changes in

facial expressions [6]. Facial muscle contractions cause the soft tis-
sue of the face to deform during expression variations, affecting
automatic recognition.

The second challenge is posed by the limited field of view of
most 3D scanners, impeding the scanning of the entire face. As a
result, 3D face recognition is still pose dependent. In realistic situ-
ations, such as for uncooperative subjects or uncontrolled environ-
ments, no assumption can be made on the pose. Therefore, 3D face
recognition methods should be able to match partials scans with
little or even no overlap. Fig. 1 shows an example of such partial
scans, again of the same individual.

1.1. Related work

Since excellent surveys exist summarising the extensive work
in 3D face recognition [6,7], we will only review the work on
expression-invariant face recognition and on face recognition not
requiring overlap.

1.1.1. Expression-invariant 3D face recognition
Expression-invariant 3D face recognition methods can be subdi-

vided into three classes, depending on the way these methods han-
dle expressions.
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Historically, the first face recognition methods dealing with
expression variations were region-based. These methods rely on
parts of the face that remain unaffected during expression varia-
tions. The first and most used strategy is to select well-defined,
anatomic regions based on observations or on literature such as
the region around the nose [8,9], cheek [10], chin [10], eyes [8],
forehead [8,11] and the region above the mouth [12]. A second
strategy to determine expression-invariant regions, is the use of lo-
cal features. Hereby regions, defined as local neighbourhoods
around points of interest, are selected and matched automatically.
If a local neighbourhood is small enough, it is assumed to be stable
under expression variations. Convex regions [10], Gabor features
[13–15], matched local invariant range images [16,17], Haar and
Pyramid wavelet features [18], local shape pattern (LSP) features
[19], local binary patterns (LBPs) [20] appear to be less affected
by expressions. The algorithm presented in this paper belongs to
this type of strategy. The third strategy is based on the automatic
determination of the parts unaffected by expression variations as
determined after alignment/registration as in [21]. Points with a
low registration error are considered to belong to an unaffected
and thus more rigid part of the face, whereas points with a high
registration error are more likely to belong to a part of the face that
is affected by expression variations. Alternatively, these regions
can be learned using a training database [20]. Related to learning
expression-robust regions is the subdivision of the face in small re-
gions. By fusing the results of these different regions (suppressing
those affected by expression variations), a high recognition accu-
racy is achieved [22,23].

The second major class of expression-invariant face recognition
methods uses statistical models. A multivariate Gaussian (principal
component analysis (PCA) based) point distribution model can deal

with expressions by including faces with expression in the training
data as in [24–26]. Expression induced deformations can also be
modelled explicitly using PCA-decompositions, leading to ‘princi-
pal warps’ as is done by [27,28]. The former linearly combined this
expression model with a PCA shape model for identity, assuming
that it is possible to transfer expressions from one face to another.
When this assumption is considered to be false, it is necessary to
combine the expression model and identity model into a bilinear
model as in [29]. However, model fitting becomes computationally
more demanding. Statistical models different from PCA have been
suggested as well: independent component analysis (ICA) [24], lin-
ear discriminant analysis (LDA) [25] or simply pointwise mean and
standard deviation [30].

The third class of algorithms makes use of an isometric defor-
mation model in which facial surface changes due to expression
variations are modelled as isometric deformations. The most used
isometric deformation invariant representations are iso-geodesics,
curves containing points on an equal geodesic distance to a refer-
ence point (nose tip), as in [31–35]. A computationally more
demanding representation is the geodesic distance matrix, con-
taining the geodesic distance between each pair of points as in
[36–39] or between a limited number of points as in [40,41].

An comparative study of 3D recognition methods dealing with
expression variations is given in [42], elaborating more on the
advantages and disadvantages of the different classes. It also pro-
vides a meta-analysis in an attempt to compare the classes more
quantitatively.

1.1.2. 3D face recognition for partial data
The general strategy to handle partial data is to fit a full face

model to the partial scan. In literature, the Morphable Model

Fig. 1. An example of partial scans of the same individual with partial or even small overlap (images from the SHREC 2011 data [5]).
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