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a b s t r a c t

Data pre-processing is a very important aspect of data mining. In this paper we discuss instance selection

used for prediction algorithms, which is one of the pre-processing approaches. The purpose of instance se-

lection is to improve the data quality by data size reduction and noise elimination. Until recently, instance

selection has been applied mainly to classification problems. Very few recent papers address instance selec-

tion for regression tasks. This paper proposes fusion of instance selection algorithms for regression tasks to

improve the selection performance. As the members of the ensemble two different families of instance selec-

tion methods are evaluated: one based on distance threshold and the other one on converting the regression

task into a multiple class classification task. Extensive experimental evaluation performed on the two regres-

sion versions of the Edited Nearest Neighbor (ENN) and Condensed Nearest Neighbor (CNN) methods showed

that the best performance measured by the error value and data size reduction are in most cases obtained for

the ensemble methods.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

In real-world problems, we are often faced with regression tasks,

aimed at predicting some real-value numbers. The quality of the pre-

diction is often limited not by

the learning algorithm, but by the quality of the data itself.

There are various ways of improving the quality of the data on

which the learning model is built. One of them is instance selection,

in which we reject the training instances that are either not expected

to improve or are expected to worsen prediction results.

In this paper, we use ‘edited’ or ‘filtered’ dataset interchangeably

to refer to a dataset produced by an instance selection process.

Traditionally, instance selection methods are divided in two

groups according to the approach

used by algorithms to select an instance [29]:

• Wrappers: the algorithms of this family use the accuracy obtained

by the classifier (usually the same that will be used after instance

selection stage). Some of them are CNN [17], ENN [41], DROP1…5

[40], ICF [8], MSS [4]…
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• Filters: as opposed to wrappers, the instance selection or rejection

criterion is not based on a classifier. For example POP [32].

A large number of instance selection algorithms designed for clas-

sification tasks have been published in the scientific literature and

new ones continue to appear. An up-to-date taxonomy can be found

in [13].

However, two issues still require prompt attention: extending in-

stance selection methodologies into regression tasks and applying

the fusion of various sources to obtain better results. Regarding the

first issue, we have already obtained some results in [21] and in this

paper we propose a new approach based on the discretization of the

output variable. The second issue has proven to be an effective ap-

proach in other domains [24], but to the best of our knowledge, no

one has yet tried to apply ensembles to the combination of instance

selection methods for regression.

The presence of noise is a common problem in Data Mining ap-

plications and noise filters are widely used to cope with this problem

[35]. The usefulness and efficiency of instance selection methods for

low quality and noisy data was confirmed in [23], which presented

an experimental evaluation of several approaches to noise-resistant

training of multilayer perceptron neural networks for classification

and regression problems. Different noise reduction methods were

evaluated with different noise levels in the data. For regression

tasks, in most cases the solution that used the threshold-based ENN

instance selection (in the following sections, we describe threshold-

based ENN, short of Edited Nearest Neighbor, in detail) achieved the
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lowest mean-square error (MSE) on the test set for various levels of

noise added to the data. The only exception was when the noise level

was extremely high and for that case the lowest MSE was obtained

by a combination of the threshold-based ENN with modification of

the error function.

This paper is structured as follows: Section 2 is a brief review of

instance selection methods for classification; Section 3 explains the

problems of applying them to regression tasks; Section 3.1 presents

the threshold-based approach, while Section 3.2 suggests another

idea based on numerical target discretization; Section 4 shows the

possibility of applying the idea of ensembles to the instance selec-

tion paradigm. Then, in Section 5 an experimental study is performed

to compare both approaches and the improvements achieved when

they are used within an ensemble, and how, in this case, we can

outperform the regressor trained with the whole dataset. Finally,

Section 6 summarizes the most important conclusions, and Section 7

presents some future lines of research.

2. Instance selection for classification

In general, instance selection algorithms can be classified into

three types: noise filters, condensation algorithms and prototype se-

lection algorithms [19]. Noise filters remove instances that show ex-

treme differences with their neighbors, as they are considered noise.

In the Edited Nearest Neighbor (ENN) algorithm [41] used for classi-

fication tasks, an instance is removed if it belongs to a different class

than that predicted by the k Nearest Neighbors algorithm (kNN), us-

ing the k nearest neighbors of the instance of interest. The condensa-

tion methods serve to reduce the number of instances in the dataset

by removing instances that are overly similar to their neighbors. The

Condensed Nearest Neighbor algorithm (CNN) [17] removes the in-

stances in classification problems that are correctly predicted by kNN,

as it is assumed that they do not bring any new information to build

the classifier. Prototype selection methods do not select relevant in-

stances, but rather transform the whole dataset into a few instances,

each covering an area corresponding to the Voronoi cell1 defined by

each instance. An example of such methods is Learning Vectors Quan-

tization (LVQ) [20].

The decisions about instance selection or rejection are very

straightforward in instance selection for classification problems. They

are based on the classification results obtained with an algorithm that

is almost always kNN. The instance can either belong to the same

class or to another that is different from the majority of its neigh-

bors. The difference between the predicted and the real class of the

instance determines the decision on its acceptance/rejection.

3. Instance selection for regression

There are very few papers that address the problem of instance se-

lection for regression. The proposed methods fall into two categories:

evolutionary-based and nearest neighbor-based (which includes our

methods). The evolutionary based methods have very high computa-

tional cost, about 3 to 4 order of magnitude higher than the nearest

neighbor-based methods for medium size datasets (according to the

experiments and the data reported in [2]). For bigger datasets the dif-

ference is even larger, what makes the methods impractical in many

applications.

However, we did not find in a literature any work on instance se-

lection for regression tasks in a general setting, where the authors

1 A Voronoi diagram (also known as Thiessen polygons or Dirichlet tessellation) is

a geometrical construction to partition the Euclidean space. It divides the space into

several polygons, Voronoi cells, each of them associated with a point, the seed. Each

Voronoi cell defines a region of the space closer to its seed than to any other point, that

is, the division is made according to the nearest neighbor rule [3].

reported the improvements in terms of compression rate and clas-

sification accuracy even for a single arbitrary point, not to mention

even the Pareto front, which we have examined in our work, so we

were not able to use those methods for comparison.

Tolvi [39] presented the use of genetic algorithms for outlier de-

tection. That approach does not rely on the dataset properties and

purpose, so it can be used both for classification and regression prob-

lems. However they presented the results of only two very small

datasets (35 instances with 2 features and 21 instances with 3 fea-

tures).

In [2] Antoneli et al. also presented a genetic approach using quite

complex multiobjective evolutionary algorithms with up to 300,000

evaluations of the fitness function.

In [15] Guillen et al. presented the use of mutual information for

instance selection in time series prediction. Their idea was similar to

k-NN based prediction, thus they determined the nearest neighbors

of a given point and then instead of using k-NN to predict the out-

put value, they calculated the mutual information (MI) between that

point and each of their neighbors. Then they considered the loss of

MI with respect to its neighbors in so that if the loss was similar to

the vectors near the examined vector, this vector was included in the

filtered dataset. They evaluated their methods on artificially gener-

ated data with one and two input features. Later on, Stojanović et. al

[37] extended the previous idea to instance selection in time series

prediction.

In [33] a Class Conditional Instance Selection for Regression

(CCISR) is proposed. The method is based on CCIS for classification

[27]. CCIS builds two graphs: one for the nearest neighbors of the

same class as a given instance and another for other class instances.

Then a scoring function based on the distances in graphs is used

to evaluate the instances. In the regression version (CCISR), instead

of using only the nearest instances to construct these graphs, the

neighborhood is defined based on the probability density function

of the examples. The authors provided results on several real-world

datasets for fuzzy rule based systems in terms of MSE and the number

of extracted rules.

In the following subsections, we present our approaches two in-

stance selection for regression.

3.1. Threshold-based instance selection for regression

Instance selection methods developed for classification are based

on the analysis of class labels of neighbor instances to determine the

rejection/acceptance of a test instance. It usually takes the form of

if statements where the condition of the if statement compares la-

bels of the actual test instance with its neighbors. In the case of re-

gression, label comparison is not possible since output values are not

nominal but continuous. Thus, rather than labels, another quantity

must be compared. An intuitive approach proposed in [21] is to use a

similarity-based error measure such as:

Error = |Yreal − Ȳpredicted| (1)

and to compare the error to the predefined threshold, to determine

whether the instance should be accepted or rejected:

if (Error > θ) then . . . . (2)

where (…), as the consequence of the if, can denote either instance

acceptance or rejection, depending on a given algorithm. To improve

the performance of this method, the threshold can depend on the lo-

cal properties of the dataset. When the standard deviation of the ad-

jacent cases (to the test case) is high, the condition should be less

sensitive to the value of error shown in Eq. (1). In other cases, when

the local standard deviation is small, the condition should be more
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