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a b s t r a c t

We propose a two-layer decision fusion technique, called Fuzzy Stacked Generalization (FSG) which estab-

lishes a hierarchical distance learning architecture. At the base-layer of an FSG, fuzzy k-NN classifiers receive

different feature sets each of which is extracted from the same dataset to gain multiple views of the dataset.

At the meta-layer, first, a fusion space is constructed by aggregating decision spaces of all the base-layer clas-

sifiers. Then, a fuzzy k-NN classifier is trained in the fusion space by minimizing the difference between the

large sample and N-sample classification error. In order to measure the degree of collaboration among the

base-layer classifiers and the diversity of the feature spaces, a new measure called, shareability, is introduced.

Shearability is defined as the number of samples that are correctly classified by at least one of the base-layer

classifiers in FSG. In the experiments, we observe that FSG performs better than the popular distance learn-

ing and ensemble learning algorithms when the shareability measure is large enough such that most of the

samples are correctly classified by at least one of the base-layer classifiers. The relationship between the pro-

posed and state-of-the-art diversity measures is experimentally analyzed. The tests performed on a variety of

artificial and real-world benchmark datasets show that the classification performance of FSG increases com-

pared to that of state-of-the art ensemble learning and distance learning methods as the number of classes

increases.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

Stacked Generalization (SG) is a widely used ensemble learning

technique which is proposed by Wolpert [1] and used by many oth-

ers [2,3]. Although gathering classifiers under an SG algorithm sig-

nificantly boosts classification performance in some application do-

mains, it is observed that the performance of the overall system may

get worse than that of the individual classifiers in some other cases.

Wolpert [1], Ting and Witten [2] defined the problem of designing

feature spaces and classifiers, and modeling the relation between the

classification performance and various parameters of the SG as a black

art.

In this paper, the black art problem is reformulated as a hierarchi-

cal distance learning problem. We propose a Fuzzy Stacked General-

ization (FSG) method, which learns a distance function at the meta-

layer feature space by minimizing the difference between the large

sample and N-sample classification error of the Nearest Neighbor

classifier. At the base-layer of an FSG, a set of fuzzy k-Nearest Neigh-

bor (k-NN) classifiers is trained in different feature spaces in order

to extract complementary information and gain expertise on various
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properties of samples using multiple distinct features extracted from

the samples (i.e., their multiple views) [4]. A fuzzy membership value

of a sample for a class obtained at the output of a base-layer classifier

is considered as the decision value of the classifier on the class mem-

bership of a sample. Decision values enable us to obtain information

about the uncertainty of the classifier decisions and the belonging-

ness of the samples to classes [5]. Fusion of the decision values is

accomplished by aggregating them under the same space, called fu-

sion space. Finally, a meta-layer fuzzy (k-NN) classifier is employed to

learn the distance function for the fusion space. This task is achieved

by formulating the classification error of the proposed FSG in two

parts, namely (i) N-sample error which is the error of a classifier em-

ployed on a training dataset of N samples, and (ii) large-sample error

which is the error of a classifier employed on a training dataset of

the large number of samples such that N → ∞. A distance learning

approach proposed by Short and Fukunaga [6] is extended into the

hierarchical FSG architecture for decision fusion in order to minimize

the difference between N-sample and large sample error.

In the experiments, it is observed that the performance of the FSG

depends on the degree of collaboration among the base-layer classi-

fiers. In addition, FSG may boost the overall performance using a set

of weak base-layer classifiers instead of using a set of strong classi-

fiers, if decisions of the weak classifiers are shared among the classi-

fiers in order to recognize all the samples by a meta-layer classifier in
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the dataset. This property is assessed by introducing a new criterion,

called shareability measure.

Related work and motivation

Among a wide range of Stacked Generalization methods, we suf-

fice to review the ones which motivate us for the development of the

suggested FSG architecture, where decisions of classifiers are fused

by the vector concatenation or linear combination operation in an

ensemble.

Analysis of the black art problem, and shareability of features for collabo-

ration of classifiers:. Due to numerous nonlinear relations among the

parameters and incompatibilities among the classifiers of SG, trac-

ing the feature mappings from the input spaces of base-layer classi-

fiers to a meta-layer output space becomes an intractable problem.

In a heterogeneous SG, classifiers generate different types of infor-

mation about the decisions, such as crisp, fuzzy or probabilistic class

labels [7–9]. A detailed comparison of classification performances of

SG methods is reported by Sigletos et al. [10] where the performances

are shown to be inconsistent with the literature [11]. The contradic-

tory results can be attributed to many non-linear relations among the

parameters and classification performances of the SG methods, such

as the dimension of feature spaces, and the number and diversity of

base-layer classifiers. Stacking is used to identify and incorporate the

dependencies between class labels and features in [12,13]. Sen and

Erdogan analyze [3] various weighted and sparse linear combination

methods which aggregate decisions of heterogeneous base-layer clas-

sifiers, such as decision trees and k-NN. Several SG algorithms are re-

ported in the literature for data fusion, regression, classification and

Natural Language Processing [14–22]. An experimental study of the

analysis of diversity of linear classifiers in bagging and boosting is

provided by Kuncheva et al. [23]. In this study, most of the intractable

problems are avoided by designing a homogeneous Stacked General-

ization method, called Fuzzy Stacked Generalization (FSG). Inspiring

from these studies, we introduce a new criterion, called shareability,

to measure the collaboration among the base-layer classifiers, and in-

vestigate the dependencies between the feature and decision spaces

of base-layer and meta-layer classifiers.

Hierarchical distance learning, and minimization of the difference be-

tween the large sample error and N-sample error:. In the literature,

distance learning methods have been employed for selection and

weighted combination of samples and features by computing the

weights associated with the samples, feature vectors and distribu-

tions [24–27]. The weights are used in weighted distance functions

to transform the feature space of a classifier into a more discrimina-

tive space [28,29], and decrease the N-sample classification error of

the classifiers [30]. A detailed literature review of prototype selection

and distance learning methods for nearest neighbor classification was

given in [26]. Unlike the aforementioned methods, we propose a hi-

erarchical distance learning approach in order to minimize the differ-

ence between the large sample error and N-sample error. Therefore,

our theoretical and experimental results are complementary with the

results of Wang et al. [20] who analyzed the fusion of fuzzy decisions

for the minimization of the Bayes risk.

2. N-sample and large sample errors for a single k-NN classifier

We start by defining the large sample and N-sample classification

error of a k-NN classifier. Then, we minimize the expected square of

the difference between the large sample and N-sample classification

error to learn the distance function employed in a k-NN classifier.

Suppose that a training dataset S = {(si, yi)}N
i=1

of N samples is

given, where yi ∈ {ωc}C
c=1

is the label of a sample si which is repre-

sented in a feature space F by a feature vector x̄i ∈ R
D. Given a new

test sample s′
i

with x̄′
i
∈ F, let ηk(x̄′

i
) = {x̄l(n)}k

n=1
be a set of k-nearest

neighbors of x̄′
i

such that

d(x̄′
i, x̄l(1)) ≤ d(x̄′

i, x̄l(2)) ≤ · · · ≤ d(x̄′
i, x̄l(k)). (1)

The k-nearest neighbor rule simply estimates the label of x̄′
i

as

ŷ′
i
= arg max

ωc

N (ηk(x̄′
i),ωc), (2)

where N (ηk(x̄′
i
),ωc) is the number of samples which belong to ωc in

ηk(x̄′
i
).

The probability of error ε(x̄i, x̄′
i
) � PN(error|x̄i, x̄′

i
) of the nearest

neighbor rule (k = 1) is computed as

ε(x̄i, x̄′
i) = 1 −

C∑
c=1

P(ωc|x̄i)P(ωc|x̄′
i), (3)

where P(ωc|x̄i) and P(ωc|x̄′
i
) represent posterior probabilities for ωc

[31]. In the asymptotic of number of training samples, if P(ωc|x̄i) is

continuous at x̄′
i
, then large sample error ε(x̄′

i
) = lim

N→∞
PN(error|x̄′

i
) is

computed as

ε(x̄′
i) = 1 −

C∑
c=1

P2(ωc|x̄′
i). (4)

Therefore, the difference between the N-sample error (3) and the

large sample error (4) is computed as

ε(x̄i, x̄′
i) − ε(x̄′

i) =
C∑

c=1

(P(ωc|x̄′
i))(P(ωc|x̄′

i) − P(ωc|x̄i)). (5)

Cover and Hart [32] remarked the elegant relationship between

the Bayes probability of error of classification, i.e. the Bayes risk (e∗),

and N-sample and large sample classification error of k-NN as fol-

lows:

e∗ ≤ ε(x̄′
i) ≤ ε(x̄i, x̄′

i) ≤ 2e∗. (6)

Note that, if k grows with N, such that limN → ∞k → ∞ and

limN→∞ k
N → 0, then the classification error of k-NN converges to the

Bayes probability of error (i.e. the Bayes risk) [32,33]. Therefore, a dis-

tance function which minimizes

EN{(ε(x̄i, x̄′
i) − ε(x̄′

i)
)2}, (7)

where the expectation is computed over the number of training sam-

ples N, enables us to get closer to the Bayes error (e∗). Short and Fuku-

naga [6] show that (7) can be minimized by either increasing N or de-

signing a distance function d(x̄′
i, j

, ·) which will be employed for the

computation of the neighborhood system of the classifier. In a classi-

fication problem, an appropriate distance function which minimizes

(7) is

d(x̄′
i, x̄i) = ‖P̄(ω|x̄i) − P̄(ω|x̄′

i)‖2
2, (8)

where ‖ · ‖2
2

is the squared �2 norm, and

P̄(ω|x̄i) =
[
P(ω1|x̄i), . . . , P(ωc|x̄i), . . . , P(ωC|x̄i)

]
. (9)

The main goal of this paper is to design an ensemble learning ar-

chitecture which minimizes the variance of the difference between

the N-sample and large sample error of the base-layer classifiers.

For this purpose, first (7) is extended for an ensemble of classifiers

in the next section. Then, a hierarchical ensemble learning architec-

ture, called Fuzzy Stacked Generalization, is proposed to minimize

the variance of the error difference by employing a hierarchical dis-

tance learning approach in Section 4.
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