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With the ongoing development of sensor technologies, more and more kinds of video sensors are being
employed in video surveillance systems to improve robustness and monitoring performance. In addition,
there is often a strong motivation to simultaneously observe the same scene by more than one kind of
sensor. How to sufficiently and effectively utilize the information captured by these different sensors
is thus of considerable interest. This can be realized using video fusion, by which multiple aligned videos
from different sensors are merged into a composite.

In this paper, a video fusion algorithm is presented based on the 3D Surfacelet Transform (3D-ST) and
the higher order singular value decomposition (HOSVD). In the proposed method, input videos are first
decomposed into many subbands using the 3D-ST. Then the relevant subbands from all of the input vid-
eos are merged to obtain the corresponding subbands of the intended fused video. Finally, the fused video
is constructed by performing the inverse 3D-ST on the merged subband coefficients. Typically, the spatial
information in the scene backgrounds and the temporal information related to moving objects are mixed
together in each subband. In the proposed fusion method, the spatial and temporal information are actu-
ally first separated from each other and then merged using the HOSVD. This is different from the cur-
rently published fusion rules (e.g., spatio-temporal energy “maximum” or “matching”), which are
usually just simple extensions of static image fusion rules. In these, the spatial and temporal information
contained in the input videos are generally treated equally and merged by the same fusion strategy. In
addition, we note that the so-called “scene noise” in an input video has been largely ignored by the cur-
rent literature. We show that this noise can be distinguished from the spatio-temporal objects of interest
in the scene and then suppressed using the HOSVD. Clearly, this would be very advantageous for a sur-
veillance system, particularly one dealing with scenes of crowds.

Experimental results demonstrate that the proposed fusion method exhibits a lower computational
complexity than some existing published video fusion methods, such as the ones based on the structure
tensor and the pulse-coupled neural network (PCNN). When the videos are noisy, a modified version of
the proposed method is shown to perform better than specialized methods based on the Bivariate-Lapla-
cian model and the PCNN.
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1. Introduction

Video surveillance plays an important role in modern society
and has been widely applied in many fields [1]. Traditionally, the
color video sensor has been the only modality employed. It can
work well under ideal conditions but is inadequate in certain cases,
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such as scenes with poor lighting and smoke or dust [2]. These
issues can often be addressed by simultaneously employing multi-
ple modality aligned video sensors to capture the contents of the
same scene [2-4]. Thus, how to sufficiently and efficiently utilize
the information captured from these different sensors is of consid-
erable interest. In this paper, we discuss how this can be realized
using video fusion, by which multiple aligned videos from different
sensors are merged into a composite. The fused video contains
more useful information than any of the individual input videos
and can be used to better interpret the scene [2,3,5].
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Fig. 1. Illustration of video fusion for scene surveillance. The first and second rows illustrate several frames from an infrared and a visible light video, respectively, both
capturing the same scene. The last row illustrates the corresponding frames from the fused video, which is obtained by our proposed method. As shown in the last row, the
background images (extracted from the visible light video) and the moving targets (extracted from the infrared video) are well-integrated in the fused video. Moreover, the

noise is also suppressed during the fusion process.

Fig. 1 illustrates an example of video fusion for scene surveil-
lance. As shown in the first row, the moving persons are quite visu-
ally evident in the images taken with an infrared video camera.
However, the scene environment (e.g., the building and the road)
is virtually invisible. In the second row of images, taken by a con-
ventional video camera, we can hardly observe that there are also
two men (or moving targets) in the scene. By fusing the two input
videos using the method proposed in this paper, we are able to
obtain a new processed video, in which the moving targets from
the infrared camera and the background images (or the environ-
ment of the scene) from the visible light camera are well inte-
grated. This is achieved without object detection. As indicated in
the last row of Fig. 1, the fused video shows that there are two
men walking across the scene, one walking in front of the building
and the other towards it.

Numerous fusion methods, especially at the signal-level, have
been proposed in the literature [6-8] to achieve a result similar
to that of Fig. 1. However, most of them are only applicable to static
images even though current surveillance systems are based on
video. Thus dynamic images and video fusion would seem to be
more desirable [9].

Since the existing video fusion algorithms are founded on indi-
vidual frames, they are in fact independently fused frame by frame
[2,9,10]. Thus the spatial information in videos has dominated the
literature on video fusion, perhaps more aptly referred to as image
fusion. Recently, some algorithms [11-13] have been proposed
based on the non-separate tri-dimensional Multi-Scale Transform
(3D-MST). Examples are the 3D Surfacelet Transform (3D-ST)
[14], the 3D Uniform Curvelet Transform [15] and the 3D Shearlet
Transform [16]. On the other hand, the temporal information in the
input videos has usually been ignored during the fusion process
[11,13]. As opposed to the approaches using individual frames,
such fusion algorithms would simultaneously integrate multiple
aligned video frames. Generally, we would expect that these meth-
ods would exhibit superior performance for extracting spatio-tem-
poral information.

An important issue in this regard is how to actually merge the
different subband coefficients of the input videos, i.e., the fusion
rule. As with image fusion algorithms based on the 2D-MST, this
is also central to video fusion methods based on the 3D-MST. We
note that most of image fusion rules currently in the literature

could also be extended to fuse videos from the standpoint of the
spatio-temporal domain. An example would be the spatio-tempo-
ral energy matching fusion rule in [11]. However, a video obviously
contains moving objects as well as stationary ones. And the tempo-
ral features generally arouse more attention than the spatial ones
[17]. Nevertheless, these fusion rules treat spatial and temporal
information similarly by using the same fusion strategies for both.

We have proposed an alternative approach in [12], where the
fusion rule was based on a spatio-temporal structure tensor [18].
In this work, eigenvalue decomposition was first performed on
the spatio-temporal structure tensor matrices. The resulting sub-
bands of the input videos were then filtered into three types of
regions (i.e.,, regions containing mainly (1) background spatial
information, (2) moving objects or (3) non-salient spatio-temporal
information). This was followed by a different fusion strategy spe-
cifically designed for each type of region. Such an approach pro-
duces better performance than some static image fusion rules
but the improvement is at the cost of a greatly increased computa-
tional complexity.

In this paper, we suggest a novel video fusion algorithm based
on the 3D-ST! and higher order singular value decomposition (HOS-
VD) [19-21]. As shown in Fig. 2, the proposed method contains three
parts. First it employs the 3D-ST as the MST to decompose input vid-
eos into different subbands. Then corresponding subbands from each
input video are fused and, finally, reconstructed by performing the
inverse 3D-ST. This approach is different from [12] in that the iden-
tification of the spatial or temporal information is achieved globally
rather than pixel by pixel, which greatly reduces the computational
complexity.

In fact, as one of the more efficient tensor decomposition tech-
niques, the HOSVD has been widely employed in many fields, such
as image denoising [22], face recognition [23], and texture analysis
[24]. Also, two image fusion methods based on the HOSVD were
proposed in [25,26]. In the former, the authors constructed an
image tensor using input image frames and employed the HOSVD
to obtain a set of basis images. Then the fused image was deter-
mined by optimizing the projective coefficients of these basis
images. In the latter, the authors exploited the HOSVD to define

! Other 3D-MSTs, such as the 3D Uniform Curvelet and Shearlet Transforms, could
also be used.
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