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a b s t r a c t

Optimisation of the number of required measurement points and their location is an important
research topic in sensor networks. Finding the optimal positions increases spatial coverage and
reduces deployment costs. This paper presents an approach for the case that two attributes have to
be measured with a different number of available sensors. The proposed cokriging method performs
cross-attribute fusion in sensor networks by being based on the analysis of multi-variable spatial cor-
relations. To the best of our knowledge, this scientific work is the first one considering kriging and
cokriging interpolations as IF methods. The single-variable ordinary kriging and bi-variable methods
were applied to experimental data. The combination of humidity and temperature data in a
refrigerated container is used as exemplary case, humidity measurements are considered to be the
expensive attribute to measure. The average estimation error for intermediate points was estimated
as a function of the number of humidity sensors. When variability is high, data fusion using the
bi-variable method produced results as accurate as the single-variable one, without the necessity of
deploying a large number of humidity measuring points, by complementing the estimation with
temperature measurements.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

‘‘Wireless sensor networks’’ is a promising technology that con-
sists of small, cheap devices that have a powerful combination of
sensing, computing and communication capabilities. They are
deployed to monitor specific attributes of interest associated with
measurements of different physical properties. Ideally, to maintain
profitability, they must be able to cover an area of interest using
the minimum possible number of sensors. A dense deployment
of all required sensors types is not feasible; in some cases, the sen-
sor type required to monitor one of the attributes might be too
expensive to deploy even in low numbers. One possible way to
improve the coverage without increasing deployment costs is
by finding the optimal positions of the sensing points and by
repositioning them. Unfortunately, in some applications such as

cold-chain monitoring, repositioning of the sensors is not possible
after deployment.

To solve this problem, we propose the use of Kriging methods,
which are Geostatistical techniques, on the wireless sensor net-
works (WSNs) field. The Kriging methods can be regarded as Infor-
mation Fusion (IF) methods, but they have not been fully
appreciated by the general fusion community. The methods are
based on statistical descriptions of the spatial dependencies of
the attributes, the so-called variograms. They are Best Linear Unbi-
ased Estimators (BLUE), and fuse the available data, and the rela-
tionship between the different sources to provide not only and
estimate of the attributes at a specific location but also its uncer-
tainty, the so-called kriging variance (KV).

The Ordinary Kriging method (OK) which considers a single
attribute can be considered as a statistical fusion method across
sensors. Cokriging interpolation (CK) can be considered a method
for fusion across attributes and sensors. In the context of sensor
networks it might bring some interesting advantages: according
to [1], adding data from a secondary attribute to estimate the pri-
mary one, could only increase precision; the so-called cokriging
variance can only be less than or equal to the KV of the same pri-
mary attribute; which also means that the certainty of the fusion is
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improved. More importantly, when one of the attributes which is
not sampled at every location, as might be the case of expensive
sensors, the use of a secondary attribute which is sampled densely,
allows an estimate of a primary under-sampled attribute at the
non-sampled locations without necessity of repositioning the
deployed sensors For instance, instead of deploying 50 humidity
sensors, collocated temperature sensors might help estimate
humidity levels for 40 of the positions by using only 10 genuinely
acquired measurements.

The goal of this research is to study the advantages of CK inter-
polation as an IF technique in the context of WSNs. Our exemplary
case is the environmental attributes inside a refrigerated container
where mobility of the nodes is not possible; humidity is considered
as the expensive attribute that must be estimated with few sensors
whereas temperature is densely sampled. Due to the strong theo-
retical guarantees through a calculation of the variance of the esti-
mates, the applicability of results presented in this paper can be
generalised to other applications and scenarios.

Our first aim is to verify whether it brings any significant advan-
tage in the estimation accuracy when compared to OK. The second
aim is to determine the minimum number of temperature and
humidity sensors required in order to accurately interpolate a spa-
tial temperature profile when humidity is chosen as the primary
attribute. This paper begins by giving a review of the related work
and presenting the experimental data. Section 4 mentions the basic
steps of the cokriging interpolation method. The following section
explains the notion of cross-attribute submodularity, an interest-
ing property of cokriging that allows increasing spatial coverage
using any kind of correlated information. Section 6 presents the
main simulation results for the exemplary case of a refrigerated
container. In Section 7, the suitability of their deployment in a
WSN gateway are tested. Java based OSGi (formerly Open Source
Gateway Initiative) implementations of the required algorithms
are tested and compared. Finally conclusions are made.

2. Related work

In recent years, much research has been made on the develop-
ment of intelligent containers for cargo security and integrity. Most
of the research focuses on information and communication tech-
nologies (ICT) for tracking, tracing and monitoring of the goods.
Sensor networks research on containers can be found for example
in the research performed by Jedermann et al. [2], he proposed to
equip the containers with RFID data loggers with sensing and pro-
cessing capabilities to estimate shelf-life. In the research work of
Carullo et al. [3], sensor networks were used to monitor environ-
mental quantities such as temperature, humidity, and air flow to
detect local deviations that might be an indicator of an unautho-
rized opening of the doors or inadequate cooling. Regarding com-
mercial projects, an example is the project by IBM called Secure
Trade Lane [4] which provides a solution for more predictable con-
tainer shipments.

Jedermann et al. [5,6] recognised the problem of lack of cover-
age when measuring temperature inside a refrigerated container
and proposed the use of Kriging interpolation, which is commonly
used in geological sciences, to estimate the temperature variations
in refrigerated trucks in the context of sensor networks but he lim-
its his research to the interpolation of one single attribute. Another
example of considering Kriging interpolation in WSN is the work of
Umer et al. [7], who focuses on developing distributed algorithm
for Kriging interpolation in resource constrained sensor nodes
but nothing is mentioned about robustness of the estimates or
their uncertainty.

Kriging interpolation for sensor repositioning in WSN can be
found in [8,9]. They only focus on single attribute interpolation,

even though their studies required estimation of more than one
spatial phenomenon. The authors in [8] follow an information dri-
ven approach for sensing optimisation; they find the optimal posi-
tions of the sensor to extract the maximum information. They use
Kriging interpolation to determine the best position of the new
measurement locations, the sensors are allowed to move until con-
vergence is achieved. Krause and Guestrin’s et al. mobility
approach [9] propose to minimise the Kriging variance in the unob-
served locations using only the minimum required observations.
They mentioned important properties of kriging interpolation:
strong theoretical guarantees and submodularity. The first one
ensures the general validity of the results through the Kriging var-
iance (KV), whereas, the second one allows to find an optimal num-
ber for the most expensive sensors.

More related works can be found in geostatistics literature. For
example, Szidarovszky et al., in [10] proposed an off-line Branch-
and-Bound algorithm for the estimation of the minimum number
of sensors. The method minimises the number of required
additional points subject to upper bounds of the Kriging-Variance.
Several research papers combing IF and Geographical information
systems (GIS) can be found in [11]; surprisingly, kriging interpola-
tion, developed for geostatistics, is not considered.

3. Experimental data

The interpolation procedures were tested on two datasets
recorded in a refrigerated container of dimensions 2.2 � 2.2 � 5.4
metres within a collaborated internship with the Research Centre
for Logistics Information Technology (LIT), at the Pusan National
University in Korea, in 2012.

In order to increase spatial variability, the container was first
cooled from ambient temperature (15 �C) to a set point of 0 �C
for 3 h, then warmed to a set point of 25 �C for about 2 h, prior
to performing the actual experiment, which comprised of cooling
the container to 5 �C for two hours and warming it to a set point
of 20 �C for another two hours. During the 4 h that the experiment
lasted, Nk samples were acquired for both attributes at regular
intervals. As the most significant influence on the cargo container
is the loading state, two configurations were tested: one with an
empty container and the other with pallets covering the floor to
deflect the air flow. Fig. 1 shows the average temperature and
humidity measurements and the positions of the sensors for the
experiment with pallets on the floor.

In total, 60 ASN 405T [12] wireless sensor nodes were placed
in the walls, doors, ceiling and floor forming a grid of 55 cm lag
distance. Each node contains a SHT20 [13] sensor capable of mea-
suring humidity and temperature, sent to a gateway with an
accuracy of ±3% RH and ±3 �C for humidity and temperature,
respectively.

The measurement data set was split into two groups. The first
group of measurements serves as the input for data fusion. The
second group serves as a reference; these measurements at the
destination points zi were compared to the estimates ẑi. In order
to be consistent with our previous research and with the aim of
comparability, the error ei for one destination point i is defined
as the root-mean square deviation between the estimated ẑiðkÞ
and the measured value zi(k) over all samples Nk for the test
duration.

ei ¼
PNk

k¼1ðẑiðkÞ � ziðkÞÞ2

Nk
ð1Þ

�e is the average of all errors ei.
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