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a b s t r a c t

The traditional wavelet-based approaches directly use the low frequency sub-band of wavelet transform
to extract facial features. However, the high frequency sub-bands also contain some important
information corresponding to the edge and contour of face, reflecting the details of face, especially the
top-level’s high frequency sub-bands. In this paper, we propose a novel technique which is a joint of
pixel-level and feature-level fusion at the top-level’s wavelet sub-bands for face recognition. We convert
the problem of finding the best pixel-level fusion coefficients of high frequency wavelet sub-bands to two
optimization problems with the help of principal component analysis and linear discriminant analysis,
respectively; and propose two alternating direction methods to solve the corresponding optimization
problems for finding transformation matrices of dimension reduction and optimal fusion coefficients
of the high frequency wavelet sub-bands. The proposed methods make full use of four top-level’s wavelet
sub-bands rather than the low frequency sub-band only. Experiments are carried out on the FERET, ORL
and AR face databases, which indicate that our methods are effective and robust.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

Face recognition, as a biological feature recognition, has been
one of the most active research areas in computer vision, pattern
recognition and biometrics [1]. Face recognition has several advan-
tages over other biometric modalities such as fingerprint and iris.
Besides being natural and nonintrusive, the most important advan-
tage of face recognition is that it can be captured at a distance and
in a friendly manner. Various face recognition algorithms have
been devised in the literature. However, up to now, face recogni-
tion is still faced with a number of challenges such as varying illu-
mination, facial expression and poses [2–4].

Feature extraction and classification are two key steps of a face
recognition system. Feature extraction provides an effective repre-
sentation of face images to decrease the computational complexity
of the classifier, which can greatly enhance the performance of a
face recognition system; while classification is to distinguish those
features with a good classifier. Therefore, in order to improve the
recognition rate of a face recognition system, it is crucial to find
a good feature extractor and an effective classifier [5]. In this paper,

we focus on feature extraction methods by using wavelet trans-
form with the help of the classical principal component analysis
(PCA) [6] and linear discriminant analysis (LDA) [7].

Wavelet transform, which is an increasingly popular tool in
image processing and computer vision, has been investigated
in many applications, such as compression, detection, recogni-
tion, image retrieval, among others, due to its great advantages
with the nice features of space-frequency localization and multi-
resolution. Researchers have developed face recognition algo-
rithms by combining discrete wavelet transform (DWT) with
other methods (see, for example, [8–13] and references therein).
Through a two-dimensional DWT (2D-DWT), an image of face is
transformed into two parts: a low frequency sub-band and three
high frequency sub-bands. On one hand, the low frequency sub-
band plays a dominant role in four sub-bands for approximation
of the original image; and on the other hand, when the expres-
sion changes or the image is affected by occlusion, the low fre-
quency sub-band has no obvious change but the high frequency
sub-bands change obviously, so the low frequency sub-band is
usually single-handed used for identification in image recogni-
tion [10]. The authors in [14] directly used the low frequency
sub-band of wavelet transform to extract facial features.
However, although the high frequency sub-bands do not contain
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as much information as the low frequency sub-band, they also
contain important information corresponding to the edge and
contour of face, reflecting the details of face [15]. Moreover, we
implement the classical DWT + PCA on the ORL database by using
4-level wavelet transform and every top-level’s high frequency
sub-band is single-handed used for identification in face recogni-
tion. The obtained recognition rates by three top-level’s high fre-
quency sub-bands are 67.5%, 61.0% and 43.0%, respectively. This
implies that every top-level’s high frequency sub-band contains
much information of face features. Thus, it is more reasonable
to use the information of more sub-bands for face recognition. A
natural question is how to use the information of these sub-bands
effectively for face recognition?

In recent years, data fusion has been developed rapidly and
widely applied in many areas such as object recognition, pattern
classification, image processing, and so on. Generally speaking,
data fusion is performed at three different processing levels
according to the stage at which the fusion takes place: pixel-level,
feature-level and decision-level [16]. In pixel-level fusion, the
information derived from multiple feature sets is assimilated
and integrated into a final decision directly. Many fusion algo-
rithms for the pixel-level fusion have been proposed, from the
simplest weighted averaging to more advanced multiscale meth-
ods. There are two existing feature-level fusion methods. One is
to group two sets of feature vectors into a union-vector, and
another one is to combine two sets of feature vectors by a complex
vector. Both feature fusion methods can increase the recognition
rate. The advantage of feature-level fusion lies in two aspects:
firstly, it can derive the most discriminatory information from ori-
ginal multiple feature sets; secondly, it is able to eliminate the
redundant information resulting from the correlation between
distinct feature sets. The decision-level fusion, delegated by
multi-classifier combination, has been one of the hot research
fields on pattern recognition, and has achieved successful applica-
tion in face recognition.

In this paper, based on 2D-DWT, we propose a joint of pixel-
level and feature-level fusion at the top-level’s wavelet sub-bands
technique which can make full use of four top-level’s wavelet sub-
bands, and we abbreviate it as TWSBF. The proposed technique is
different from those image fusion techniques developed in the lit-
erature (see, for example, [17–20] and references therein). Firstly,
we conduct dimension reduction on the low frequency wavelet
sub-band. Then, we consider the top-level’s three high frequency
sub-bands, in which we apply the pixel-level fusion. In this way,
we can keep more discriminatory features and avoid redundancy.
We convert the problem of finding the best fusion coefficients to
two optimization problems based on PCA and LDA, respectively;
and propose two alternating direction methods to solve the corre-
sponding optimization problems for finding the optimal transfor-
mation matrices of dimension reduction and optimal fusion
coefficients of wavelet sub-bands. Finally, we process feature-level
fusion on the low frequency sub-band after dimension reduction
and fused high frequency vector. The experiments are carried out
on the FERET, ORL and AR face databases. The numerical experi-
mental results demonstrate that the proposed methods possess
higher recognition rates than the classical wavelet-based methods
and some popular methods at present.

The rest of this paper is organized as follows. In Section 2,
after a brief introduction of 2D-DWT, we propose the model of
TWSBF. The model and algorithm based on TWSBF and PCA are
investigated in Section 3; and the model and algorithm based
on TWSBF and LDA are discussed in Section 4. The numerical
experimental results on the FERET, ORL and AR face image dat-
abases are reported in Section 5. The final conclusions are given
in Section 6.

2. Model of TWSBF

Let L2ðRÞ denote the square integrable space. The continuous
wavelet transform of a one-dimensional function f 2 L2ðRÞ is
defined as

Wf ða; bÞ ¼
Z

R
f ðtÞwa;bðtÞdt; ð1Þ

where the wavelet basis functions wa;bðtÞ can be expressed as

wa;bðtÞ ¼ jaj
�1

2w
t � b

a

� �
;

in which wðtÞ is called mother wavelet and the parameters a and b
stand for the scale and position, respectively. Eq. (1) can be discret-
ized by imposing restrictions on a and b with a ¼ 2n and b 2 Z.

The DWT of a one-dimensional signal is processed by trans-
forming it into two parts with a low-pass filter and a high-pass fil-
ter. The low frequency part is split again into two parts of high and
low frequencies [21]. In image processing, similar to the one-
dimensional DWT, the DWT for a two-dimensional image can be
constructed by applying the one-dimensional DWT at horizontal
and vertical directions, respectively. The process of 2D-DWT is
shown in Fig. 1, in which an image is first filtered in the horizontal
direction with low-pass and high-pass filters. Then the filtered out-
puts are downsampled by a factor of 2. Moreover, the same process
is applied in the vertical direction. Thus, an image is decomposed
into 4 sub-bands denoted by LL;HL; LH;HH. Each sub-band can be
thought of a smaller version of the image representing different
properties. The sub-band LL is a coarser approximation to the ori-
ginal image; the sub-bands HL and LH record the changes of the
image along horizontal and vertical directions, respectively; and
the sub-band HH shows the changes of the image along diagonal
direction. The sub-bands HL; LH and HH are all the high frequency
components of the image. Further decomposition can be conducted
on the LL sub-band. The 1-level 2D-DWT means that an original
image is decomposed into a low frequency sub-band and three
high frequency sub-bands. Generally, the t-level 2D-DWT (t > 1)
means that the low frequency sub-band obtained in the ðt � 1Þ-
level 2D-DWT is further decomposed into a low frequency
sub-band and three high frequency sub-bands. Fig. 2(a) shows
the flowchart of a 2-level 2D-DWT and Fig. 2(b) shows the face
image with a 1-level 2D-DWT.

Generally, sub-band LL is the low frequency component of the
image which contains most information of the original image;
and sub-bands HL; LH and HH stand for the high-frequency compo-
nents of the image which reflect the details of images. Since the
low frequency sub-band plays a dominant role in four sub-bands
for approximation of the original image, if a t-level wavelet-based
method is used, then the low frequency sub-band obtained by the
t-th-level wavelet transform (i.e., the top-level’s low frequency
sub-band) is usually single-handed used for identification in image
recognition in the literature. However, although the high frequency
sub-bands do not contain as much information as the low fre-
quency sub-band, they also contain much important information.
Thus, it is more reasonable to use the information of all top-level’s
sub-bands for face recognition. Based on these analysis, we now
propose a new wavelet-based technique (TWSBF) for feature
extraction, which makes full use of all top-level’s wavelet sub-
bands. Such a technique is described as follows.

Let Iðx; yÞ be a face image, by using 1-level or multi-level
wavelet transform to Iðx; yÞ, we get the top-level’s low frequency
sub-band matrix LL 2 Rm�n and high frequency sub-bands matrices
HL; LH;HH 2 Rm�n. Without loss of generality, let L;H;V ;D 2 Rl rep-
resent the vectorization of LL;HL; LH;HH, where l ¼ m� n. Suppose
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