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a b s t r a c t

Mixture of Experts is one of the most popular ensemble methods in pattern recognition systems.
Although, diversity between the experts is one of the necessary conditions for the success of combining
methods, ensemble systems based on Mixture of Experts suffer from the lack of enough diversity among
the experts caused by unfavorable initial parameters. In the conventional Mixture of Experts, each expert
receives the whole feature space. To increase diversity among the experts, solve the structural issues of
Mixture of Experts such as zero coefficient problem, and improve efficiency in the system, we intend to
propose a model, entitled Mixture of Feature Specified Experts, in which each expert gets a different sub-
set of the original feature set. To this end, we first select a set of feature subsets which lead to a set of
diverse and efficient classifiers. Then the initial parameters are infused to the system with training clas-
sifiers on the selected feature subsets. Finally, we train the expert and the gating networks using the
learning rule of classical Mixture of Experts to organize collaboration between the members of system
and aiding the gating network to find the best partitioning of the problem space. To evaluate our pro-
posed method, we have used six datasets from the UCI repository. In addition the generalization capabil-
ity of our proposed method is considered on real-world database of EEG based Brain-Computer Interface.
The performance of our method is evaluated with various appraisal criteria and significant improvement
in recognition rate of our proposed method is indicated in all practical tests.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

Pattern recognition is the scientific discipline whose aim is to
classify patterns into a set of categories. Classification process is
the most significant step of any pattern recognition system. Com-
monly, the neural networks are the general classifiers for pattern
recognition systems. The ensemble classification systems have
been widely proposed to achieve high classification performance
[1–3]. Ensemble classification is often used to cope with a complex
classification problem such as those involving very overlapped
classes, finite number of samples, and high-dimensional feature
space [4–6].

It is intuitively clear that an ensemble of identical classifiers
will be no better than a single classifier thereof. Empirical and the-
oretical studies have been demonstrated that diversity among the
ensemble members is one of the most significant keys to the

success of ensemble models [7–10], and by combining the results
of diverse and accurate base classifiers the generalization capabil-
ity is obtained in the system [11,12]. Diversity may be obtained
through different approaches in the ensemble systems [13]; these
include different learner in ensemble, different representation of
input, partitioning the input space, different feature space and add-
ing a penalty to the outputs to encourage diversity [6,14].

In the categorization of ensemble systems, there are generally
two types of combining classifiers: classifier fusion and classifier
selection [3]. In the fusion, each classifier is trained on the whole
problem space and the final result is determined with considering
the results of all classifiers [15–17]. But in the classifier selection,
each classifier is trained on a portion of the problem space
[18–20] and the final result is determined with aggregating the re-
sult(s) of one (or some) classifier(s) [3,21]. There is a combination
strategy lying between selection and fusion strategies [22] which
the Mixture of Experts (ME) method is its most famous instance [3].

The principle of ME is that the certain experts will be able to
specialize to a particular parts of the input space by adopting a gat-
ing network who is responsible for learning the appropriate
weighted combination of the specialized experts for any given
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input. In this way, the input space is dynamically divided and con-
quered by the gating network and the experts, respectively [19].

The ME scheme has been widely studied because of its classifi-
cation performance and transparency. In conventional ME [19], the
experts and gating network are linear classifiers. Though, in case of
complex problem classifications, in order to enhance the efficiency
in this system, the Multilayer Perceptron (MLP) networks are used
to form the networks of ME [23,24]. This model is called as Mixture
of Multilayer Perceptron Experts (MME).

In [25–27], the idea of ME model was extended with a hierar-
chical mixture of experts model, where each constituent of ME is
substituted with a mixture of experts model. ME has been regarded
as a mixture model for estimating conditional probability distribu-
tions, and its statistical properties have been investigated in some
studies [25,28–32]. These statistical properties have led to the
development of various Bayesian training methods [31,32]. In
[29], Mossavat et al. used Bayesian learning to train the structure
of the hierarchical ME to estimate speech quality. In addition,
Expectation Maximization algorithm was employed for adjusting
the parameters of ME [25,28,30,33]. In [34,35], the ME model
was extended for time series data to handle causal dependencies.

Although the ME is an appropriate ensemble method, it has
some deficiencies in partitioning the input space. Its imperfections
are affected from the infirmity of the gating network for dividing
the input space. It is expected that the gating network stochasti-
cally divides the input space according to the spatial similarity of
input patterns. But, this may leads to complex and nested parti-
tions, and thus, the experts cannot appropriately model their sub-
problems [36]. In [11], Hansen reported the zero coefficient
problem in competitive learning mechanism of ME. In this prob-
lem, some experts are ejected from the competition mechanism
of ME and hence, no subspaces dedicated to them. In addition,
the gating network may fail to divide the problem space among
the experts and hence, all experts learn the overall problem space
[37,22]. As a result of mentioned facts, it is observed that a favorite
input partitioning method via gating network is required to per-
form high performance classification. To overcome these problems
of ME, several methods are developed to divide the input space of a
problem among the experts [36,38–43]. Basically, in these re-
searches a prior knowledge about the input space is required to
decompose the input space among the experts [36,38,39], where
each expert is localized on a specific area of input space. In [36],
the Self Organizing Maps is used as a gating network to divide
the input space between the experts according to the underlying
probability distribution of data. In other words, they attempt to
localized experts on specified subproblems by gathering informa-
tion about the data distribution. In [38], instead of leaving the gat-
ing network to automatically partition the input space, they
performed an intelligent contribution to direct each expert to-
wards a specific area of input space using Fuzzy c-Means clustering
method. In some face processing studies [39,40] the input space is
divided among the experts based on the pose of face or facial
expression. In [44], a method based on both cooperative coevolu-
tion and Mixture of Experts is introduced to decompose problems
into different regions and assign the experts to these distinct re-
gions. By considering all mentioned methods, it is observed that
the boundaries between the subspaces are distinctive in all of these
methods. Thus, the generalization capability of the MME for the
complex samples in the overlapped subspaces is omitted and also
the interactions between experts in the competitive system of
MME are neglected. Regarding to these facts, it is better to follow
other methods that try to use more advantages of ME. Some stud-
ies attempted to combine the specifications of boosting and ME
algorithms [41]. In [42], a new dynamically boosted ME method
is proposed that applies a confidence measure as a gating function,
which indicates the contribution of each expert to the ensemble

output. In [43], a boost wise partitioning procedure was modified
using the error and confidence measures as the hardness criterion
in the problem space. In [45,46], the comprehensive survey of the
ME model and its extensions are provided.

Although diversity in an ensemble is deemed to be a key factor
to the performance of ensembles [9,13,47] and many studies on
diversity have been conducted, the ME employs simplest method
to produce diverse experts using random initial weights. In fact,
ME had some defects in creating diverse and efficient experts in
its system. In above mentioned methods, it is tried to conquer on
shortcomings of ME by exerting different training samples to the
experts.

In this paper, we propose a method for inferring most important
parameter of MME and making favor diversity between the ex-
perts. Unlike the conventional MME which each expert receives
the whole feature space, in our proposed method each expert gets
a different subset of the original feature set. Our method, which is
called Mixture of Feature Specified Experts (MFSE), improves the
performance of the MME in three steps. In the first step, optimal
feature subsets are selected in a process to create diverse informa-
tion resources. In the second step, MLP experts are trained on the
selected feature subsets and then the initial parameters of MFSE
architecture are loaded. Therefore, initial diversity is infused
among the experts. Finally, in the third step, the formal algorithm
of MME is executed on the loaded architecture of MFSE to organize
cooperation between the experts. To evaluate our proposed meth-
od, we use six datasets from the UCI repository and a real world
dataset of signals from a Brain Computer Interface system. The
experimental results using desired datasets support our claim that
increasing the diversity among the experts and loading appropriate
initial parameters in the system, improve the performance of MFSE
with respect to the conventional MME in all tests.

The paper is arranged as follows: in Section 2, a brief descrip-
tion of MME architecture, its learning algorithm, and one of its ex-
tended methods are described. In Section 3, our proposed model is
discussed in details. Section 4 provides and illustrates the experi-
mental results. Finally, we summarize the paper and draw conclu-
sions in Section 5.

2. Mixture of experts

Mixture of Experts is a widely used paradigm for creating a
combination of learners [19]. The ME architecture is composed of
a gating network and several experts. In this method, the input sig-
nal is included in motivating the integration part of system (i.e.
gating network) which unites the outputs of experts [21]. There
is a competition between experts to learn the input samples and
hence, the input space is decomposed into subspaces and each ex-
pert examines different part of the input space. In the ME method,
the gating network is responsible for combining the various ex-
perts’ outputs and thus, intervene the competition among the
experts.

Since our suggested method is established upon the MME, this
method is briefly described in Section 2.1. Then, we concisely
describe one of the most successful techniques that attempt to im-
prove the performance of ME, entitled Intelligent Contribution to
Direct Experts [38–40], in Section 2.2.

2.1. Mixture of multilayer perceptron experts

Fig. 1 illustrates the basic structure of MME model. Suppose
that N MLP experts, each contains one hidden layer, are used in this
model. The ith expert (i ¼ 1;2; . . . ;N) computes the output vector
Oi for the input vector x. The gating network divides the problem
space by assigning the weight gi to the output vector of the ith
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