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a b s t r a c t

We develop an interactive color image segmentation method in this paper. This method makes use of the
conception of Markov random fields (MRFs) and D–S evidence theory to obtain segmentation results by
considering both likelihood information and priori information under Bayesian framework. The method
first uses expectation maximization (EM) algorithm to estimate the parameter of the user input regions,
and the Bayesian information criterion (BIC) is used for model selection. Then the beliefs of each pixel are
assigned by a predefined scheme. The result is obtained by iteratively fusion of the pixel likelihood infor-
mation and the pixel contextual information until convergence. The method is initially designed for two-
label segmentation, however it can be easily generalized to multi-label segmentation. Experimental
results show that the proposed method is comparable to other prevalent interactive image segmentation
algorithms in most cases of two-label segmentation task, both qualitatively and quantitatively.

� 2014 Elsevier B.V. All rights reserved.

1. Introduction

Image segmentation is the first step of many computer vision
tasks. It involves partitioning an image into several homogeneous
parts, which are spatially connected clusters of pixels, while the
union of any two neighboring parts is heterogeneous. In general,
image segmentation methods can be categorized as: fully auto-
matic ones, semi-automatic ones, and manual ones. It is time con-
suming and tedious as well as lacking in precision to manually
segment images. Such methods are impractical for images with a
large size or long image sequences. On the other hand, fully auto-
matic methods can segment images without human intervention,
which greatly simplifies the operation. These methods can achieve
high accuracy in many uncomplicated image scenes. However,
fully automatic methods often fail when the image scene is com-
plex. In these situations, semi-automatic methods can be the best
choice. The segmentation is obtained after a few interactions (usu-
ally scribbles or strokes) are provided, which indicate the region of
interest. This kind of user interaction can help to segment difficult
scenes. In the pattern classification view, such user inputs can be
viewed as supervised information which provides visual hints to
model and group visual patterns. Many existing machine learning
algorithms can be employed to segment images with such
supervised information [1].

Practically, image segmentation is not an easy task due to all
sorts of difficulties, such as noise pollution, illumination variation
and background clutter. Color images contain more information,
which makes it more difficult to segment color ones [2]. Thus, there
has been much research on color image segmentation, and it has
received much attention for visual surveillance, intelligent trans-
portation, special film effects, and so on. Many different color image
segmentation methods have been reported. For example, the meth-
ods based on mathematical morphology [3], MRFs [4,5], neural net-
works [6], support vector machines (SVMs) [7], and so on.

MRFs consider the spatial–contextual information contained in
images in the framework of Bayesian decision theory. In this frame-
work, the labels representing segmentation results are decided by
considering both likelihood information given by pixel values and
priori information given by the labels of neighborhoods [8].

Data fusion has gained a lot of research interests in the last dec-
ade [9,10]. There are many data fusion techniques. They are fusion
by Bayesian inference [11], fusion by probabilistic [12], fuzzy
fusion [13] and evidence theory, also known as D–S theory
[14,15], which is the base of this work. The D–S theory has been
used for MRI segmentation and classification [16–20]. In [16], an
unsupervised algorithm based on D–S evidence theory is proposed
to segmenting and visualizing left heart ventricles. In [17], some
key features of D–S evidence theory are pointed out, as well as with
examples of brain tissue classification in pathological dual echo MR
images. In [18], a segmentation scheme of multi-echo MR image is
proposed. The scheme combines spatial information by the fusion
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of the information of spatial neighborhoods. In [19], the informa-
tion of spatial neighborhood is introduced in Evidential C-Means
to deal with the problem of multi-source image segmentation,
with applications to prostate multi-parametric MRI. In [20], a pixel
labeling method is proposed based on evidence theory. In [21], the
problem of color image segmentation is tackled by considering tri-
stimulus R, G and B as three independent information sources and
fusing the information provided by different sources. However, in
some cases, the information of different color channel may conflict,
which will lead to non-sense fusion results [22].

The main contribution of this paper is that we present a new
interactive color image segmentation method by making use of
the conception of Markov random fields (MRFs) and D–S evidence
theory. In [18], the spatial information is introduced by fusion of
basic belief assignments of neighboring pixels. But such treatment
is intuitive. Since segmentation results are decided by considering
both likelihood information and priori information under Bayesian
framework, we here consider spatial information by generalizing it
under the evidential framework. The proposed method has only
one parameter. Starting with two-label segmentation, the method
can be generalized to multi-label segmentation. Experimental
results have demonstrated the effectiveness of our method. In
[20], although the pixel labeling method is based on evidence the-
ory, which is also the basis of our method, there are essential dif-
ferences between the methods. In particular the contribution of
our method includes: (1) the spatial contextual information is
introduced in a Bayesian framework; (2) the assignment of non-
singleton belief is inspired by [23], which considers how large
the difference among the involved singletons; (3) class variances
are considered in assigning the belief of an unlabeled pixel.

The rest of the paper is organized as follows. First, related works
are summarized in Section 2. Then the basic conception of MRF and
D–S evidence theory are introduced in Section 3. We describe in Sec-
tion 4 our segmentation scheme. Experimental results are given in
Section 5, and discussions and conclusions are given in Sections 6
and 7.

2. Related works

In [24], image segmentation is formulated as a labeling problem
in which image pixels or features are assigned with labels. In par-
ticular, a set of sites and a set of labels are defined, with a neighbor-
hood system representing the interrelationship between sites. The
contextual constraints are integrated into energy functions under
Bayesian decision rule [24]. The labeling result is obtained by dif-
ferent optimization methods.

Another interactive image segmentation method related to MRF
is graph cut, proposed in [25,26]. It determines a globally optimal
solution using a fast min-cut/max flow algorithm. The graph cut
method boasts high speed, high stability and strong mathematical
foundation, and has become popular. In [27], the ‘‘GrabCut’’ algo-
rithm based on graph cuts is proposed. It iteratively uses the
min-cut/max flow algorithm to minimize energy, instead of the
one-shot algorithm in [26].

In [20], the formulation of image segmentation is also a pixel
labeling problem. However unlike the above mentioned methods,
the strategy adopted in that work is to firstly label those pixels
with low degrees of doubt. Those with high doubt degrees are
labeled progressively by using iterative regularization, which
step-by-step achieve more accurate results. Although the strategy
adopted in that work is similar to our proposed method, there are
several differences between the two, including the assignment of
belief and regularization scheme.

In [28], a region merging strategy is proposed which uses max-
imal-similarity mechanism to guide the process of merging. In the
mechanism, the input image is firstly segmented into regions by

any kind of general methods, such as mean shift or watershed.
Then, a region is merged with one of its neighboring regions if
the similarity between the two neighboring regions is the highest
among all neighboring region pairs. The region merging process
neither requires similarity threshold, nor does it depend on the
image content.

Besides the above mentioned methods, there are still other dif-
ferent classifiers like ‘‘linear discriminant analysis (LDA) + K-
nearest neighbor (KNN) classifier’’ [29,30], support vector machine
(SVM) [7], random walks (RW) [31], lazy snapping [32], paint
selection [33], etc. These methods are effective in many cases.
However they may generate unsatisfactory results in complex nat-
ural scenes.

In graph cuts [25,26] or Grabcut [27], the energy function is
optimized by finding the minimal cut of a graph. However the
result of graph cut may be inaccurate due to the complexity of
scenes and inaccurate parameter estimation. In [20] the pixel
labeling process is by utilizing D–S evidence theory. But the regu-
larization method in [20] is not in the sense of maximum a poste-
riori (MAP). Intuitively, data fusion has the potential to improve
the performance of image segmentation. In our method we com-
bine the D–S evidence theory with the MRF framework, yielding
a new method which is in the sense of MAP. In the following sec-
tions, we present our interactive color image segmentation method
based on MRF and D–S evidence theory as well as experiments and
discussions.

3. Basics of MRF and D–S evidence theory

3.1. MRF image segmentation

MRF formulates image segmentation as a maximum a posterior
(MAP) problem. It iteratively optimizes the class labels by maxi-
mizing the global posterior probability. Let S be the pixel set,
X = {x1, x2, � � �, xS} the observation field, and X = {x1, x2, � � �xS}
the corresponding label field, where xi 2 1;2; � � � ;Cf g can take
any label of the class set 1;2; � � � ;Cf g. The optimization of global
posterior probability p(X|X) under Bayesian rule is given by [8]:

X̂ ¼ arg max
X

pðXjXÞ

¼ arg max
X

pðXjXÞpðXÞf g
ð1Þ

Here in (1), p(X|X) is the likelihood probability of the observa-
tion field X conditioned by the label field X, while p(X) is the prior
probability of the full scene label field. If Gaussian distribution is
assumed for the observation field, we have:

pðXjXÞ ¼
YS

i¼1
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" #
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where li and ri are the average value and standard deviation of the
Gaussian distribution corresponding to the class xi, respectively.

The prior probability of the label field, p(X), is computationally
intractable. Because for an image with I � J pixels and each pixel
having C possible class labels, X has CIJ different configurations.
We consider the posterior probability at the individual pixel level,
rather than for the whole scene. Making use of the conception of
neighborhood systems, we have:

x̂c ¼ arg max
c

pðxcjxi;x@iÞ ð3Þ

where @i is the neighborhood of pixel i. An example of neighbor-
hood system is shown in Fig. 1, and the neighborhood size chosen
in this study is 3 � 3. Assuming that the central observation xi is
independent of neighboring labels, it can be shown that [34]:

pðxijxi;x@iÞ / pðxijxiÞpðxijx@iÞ ð4Þ
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