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a b s t r a c t

In this paper, a novel approach is proposed for jointly registering and fusing a multisensor ensemble of
images. Based on the idea that both groupwise registration and fusion can be treated as estimation prob-
lems, the proposed approach simultaneously models the mapping from the fused image to the source
images and the joint intensity of all images with motion parameters at first, and then combines these
models into a maximum likelihood function. The relevant parameters are determined through employing
an expectation maximization algorithm. To evaluate the performance of the proposed approach, some
representative image registration and fusion approaches are compared on different multimodal image
datasets. The criterion, which is defined as the average pixel displacement from its true registered posi-
tion, is used to compare the performances of registration approaches. As for evaluating the fusion perfor-
mance, three fusion quality measures which are metric Qab/f, mutual information and average gradient
are employed. The experimental results show that the proposed approach has improved performance
compared to conventional approaches.

� 2015 Elsevier B.V. All rights reserved.

1. Introduction

Image fusion is an important technique for various image-based
applications such as computer vision, remote sensing and medical
diagnosis. It aims to combine different source images of the same
scene into a single fused image, which is supposed to contain as
much information from the source images as possible. Since the
source images might be collected at different times, from different
perspectives or by different imaging sensors, an image registration
algorithm is usually applied to transform these images into a com-
mon coordinate system or space. That is to say, image registration
is critical for the success of image fusion.

Through literature-review, there have been many approaches
dealing with image registration problem, which can be broadly
classified into feature-based and intensity-based approaches.
Feature-based approaches first select a set of corresponding fea-
tures, which can be significant regions, contours or control points
(such as landmarks and line intersections), etc., from both refer-
ence image and distorted image. Then these two sets of features
are matched through estimating the optimal transformations
[1–4]. The performance of feature-based approaches heavily relies

upon the appropriate choice of features and accurate estimation of
feature correspondences. Rather than selecting features for image
registration, intensity-based approaches define similarity mea-
sures directly based on the joint intensity distribution of two
images. The registration problem is thus considered as an opti-
mization process to minimize or maximize the similarity mea-
sures. Correlation coefficient (CC) [5,6], mutual information (MI)
[7], and maximum likelihood (ML) [8,9] are common used similar-
ity measures. Although great deals of researches have been
devoted to registering images, most of them are only suitable for
solving pairwise registration problems.

To address this deficiency, several researches begin to focus on
registration problem with more than two images. Some
approaches select an image as a common reference or a template,
and then register the rest of images to it in a pairwise manner
[10,11]. However, in real practice, this type of approaches will suf-
fer from high computational complexity and lead to bias in align-
ing all the other images to the priori chosen template. To
circumvent these defects, some groupwise registration approaches
use a global criterion to measure the joint information from the
entire group of images. They simultaneously estimate the transfor-
mation of each image in the group by optimizing the global crite-
rion. By this way, these approaches eliminate the requirement of
choosing a priori template and generate a consistent solution. In
addition, more information which comes from different source
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images could be used simultaneously to produce better registra-
tion results. The first groupwise registration approach was pro-
posed by Woods et al. [12]. It constructed the global cost
function by adding sums of squared intensity differences (SSD)
between all possible image pairs, and then minimized this cost
function to generate the transformation of each image. Later,
Zöllei et al. [13] adopted congealing framework [14], in which
the cost function is the total voxel-wise entropy of the input image
volumes, for groupwise registration of magnetic resonance (MR)
images. Wu et al. [15] used attribute vector, which could capture
the geometric information at different scales, to improve the corre-
spondence detection in groupwise registration. Although these
approaches register a group of images simultaneously, they only
focus on registering monotone images. If the distorted images
come from different modalities, i.e. multimodal images, these
approaches may fail to estimate the transformations of these
images accurately.

To solve the multimodal images registration problem effectively,
some approaches are proposed based on the idea that the
co-occurring intensities form clusters, which represent the most
probable intensity correspondences between the images, in the
space of joint intensity. Studholme and Cardenas [16] used a generic
statistical method to define a function of joint density and registered
multimodal images by approximating the function. Their global
measure is a sum of total self-information with geometric con-
straints on the registration solution. Recently, Orchard and Mann
[17] presented a clustering method for multimodal groupwise regis-
tration. Their approach modeled the distribution of points in the
space of joint intensity based on a Gaussian mixture model
(GMM), and then estimated the model parameters by using an
expectation maximization (EM) algorithm [18]. The motion param-
eters were also estimated by using an iterative Newton-type
method. These approaches register a group of multimodal images,
but the distorted images come from different sensors or viewpoints
and have different characters of the scene. If a fused image, which
contains all characteristics of distorted images, can join in the regis-
tration of these images, the registration accuracy could be improved.

A large amount of image fusion approaches have been proposed
in literature. These approaches can be classified into three cate-
gories: decision-based, feature-based and pixel-based.
Decision-based approaches extract information from each source
image and then make decisions for them. Finally, they combine
those decisions to generate the final decision [19]. Feature-based
approaches extract features from each source image and then per-
form fusion directly based on those features [20,21]. As for
pixel-based approaches, they fuse source images by combining
multiple source image pixels into a single fused image pixel.
There are mainly two types of approaches in pixel-level fusion.
The first one converts the source images into a consistent transform
domain and then performs fusion by combining their transform
coefficients [22]. Some popular transform algorithms are pyramid
transform [23] and wavelet transform [24]. Rather than applying
transform algorithms before image fusion, the second one performs
fusion directly on the gray values of source images [25–27].

Although many approaches have been proposed for image
fusion, they always assume that image registration approaches
have been applied already and the source images are perfectly
co-registered. However, in most cases, completely accurate regis-
tration cannot be achieved in advance and the registration errors
will have a bad influence to the subsequent fusion results.
Therefore, the performance of image fusion is decided by both reg-
istration and fusion. Combining these two parts provides a new
perspective for solving image fusion problems. Chen et al. [28] pro-
posed an approach for joint image registration and fusion. This
approach treated both image registration and image fusion as the
problem of parameter estimation and combined them into a single

ML formulation. However, this approach only focuses on pairwise
registration and fusion. It is not suitable for jointly registering
and fusing more than two images. Furthermore, the joint intensity
of source images and fused image, which might contain more
information, is not modeled in this approach.

In this paper, we present an efficient approach for multisensor
groupwise images registration and fusion. The proposed approach
models the mapping from fused image to source images by a linear
transform with Gaussian mixture noise. Meanwhile, it models the
joint intensity of source images and fused image by using a GMM.
By this way, the intensity distribution of fused image could be used
in groupwise registration. The groupwise registration and fusion
problems are solved simultaneously by combining these models
into a ML formulation and estimating relevant parameters. The
EM algorithm is used to find the ML estimate of these parameters.

The rest of the paper is organized as follows. The problem for-
mulation of joint groupwise image registration and fusion is pre-
sented in Section 2. The parameter estimation method is given in
Section 3. The experiment settings which include experimental
data and evaluation method are introduced in Section 4. The exper-
imental results are reported and analyzed in Section 5. Conclusions
and further research directions are drawn in the last section.

2. Problem formulation

In this section, we present the ML formulation of joint group-
wise images registration and fusion. Assume that D source images
will be simultaneously registered and fused into one image.
Therefore, each pixel x is associated with D intensity values or
transforming coefficients. A vector of intensities Ix is used to repre-
sent each pixel and each fused image pixel is denoted as Fx. Ix and
Fx are combined into a Dþ 1 dimensional vector Lx as follows in
order to model the joint intensity distribution of source images
and fused image conveniently.

Lx ¼ ½Ix; Fx� ð1Þ

Groupwise registration is to give these images a set of motion
parameters which refer to the transforms applied to them. If each
image of the group has M motion parameters, the total number of
motion parameters is MDþM (the fused image also has M motion
parameters). We use h to represent this parameter set and the joint
intensity vector with motion parameters could be written as

Lh
x ¼ Ihx; Fh

x

h i
ð2Þ

Given the source images and fused image, the relationship
between Ihx and Fh

x is modeled by using a formation model of sen-
sory image [26]. For every pixel of the source images, the mapping
from Fh

x to Ihx is modeled as

Ihx ¼ bxFh
x þ ax þwx ð3Þ

where bx is a vector of sensor selectivity factors, ax is a vector of
sensor offsets, and wx is a random distortion vector which is mod-
eled by a GMM. In this model, the constraint of bxðd;1Þ (bxðd;1Þ
denotes the number in the dth row and the first column of vector
bx) acknowledges that sensor d may be able to ‘‘see’’ certain objects
(bxðd;1Þ ¼ 1), may fail to ‘‘see’’ other objects (bxðd;1Þ ¼ 0), or may
‘‘see’’ certain objects with a polarity-reversed representation
(bxðd;1Þ ¼ �1) [28]. A vector Ah

x is used to represent the relationship
between Ihx and Fh

x, and it is

Ah
x ¼ Ihx � bxFh

x � ax ¼ wx ð4Þ

After given registration and fusion models, the ML formulation
which combines these two models is presented. Let us represent
the unknown parameters as q. For our approach, the complete data
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