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a b s t r a c t 

This paper addresses the distributed fusion filtering problem for discrete-time random signals from mea- 

sured outputs perturbed by random parameter matrices and correlated additive noises. These measure- 

ments are obtained by a sensor network with a given topology, where random packet dropouts occur 

during the data transmission through the different network communication channels. The distributed 

fusion estimation is accomplished in two phases. Firstly, by an innovation approach and using the last 

observation that successfully arrived if a packet is lost, a preliminary distributed least-squares estimator 

is designed at each sensor node using its own measurements and those from its neighbors. Secondly, ev- 

ery sensor collects the preliminary filters that are successfully received from its neighbors and fuses this 

information with its own one to generate the least-squares linear matrix-weighted distributed fusion es- 

timator. The accuracy of the proposed estimators, which is measured by the estimation error covariances, 

is examined by a numerical simulation example. 

© 2016 Elsevier B.V. All rights reserved. 

1. Introduction 

The last decades have witnessed successful applications of sen- 

sor networks in a wide range of practical areas, including industrial 

control and monitoring, military surveillance, environment moni- 

toring or target tracking, among others; therefore, it is not surpris- 

ing that the estimation problem in sensor network systems has 

increasingly attracted attention and different kinds of estimation 

algorithms have been proposed, according to the communication 

scheme, the sensor node links and the available information. Based 

on different data fusion techniques, measurements from multiple 

sensors are combined to achieve more accurate signal estimators 

which improve those obtained through a single sensor. Centralized 

fusion algorithms in sensor network systems require a fusion cen- 

tre that receives the measurements from all sensors, combines and 

processes all the information, and provides an unique signal esti- 

mator based on all the measured data of the network. 

Recently, the focus of research has shifted to sensor networks 

with a given network topology, and centralized fusion methods are 

being replaced by distributed ones. In distributed estimation prob- 

lems, the signal to be estimated is observed through a group of 

sensor nodes distributed over a region and communicated accord- 
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ing to a specified network topology. The general setup is that each 

node can receive information from its adjacent sensor nodes and 

this information can be processed to get a signal estimator based 

not only on its own information but also on that from its neigh- 

bors. Hence, in distributed estimation problems there is not one 

single fusion center in the network but each node acts as both 

a sensor and a fusion center, and acquires information from its 

neighbors to generate distributed estimators based on both this in- 

formation and its own one; the strategy of fusing this information 

is of fundamental importance and leads to different distributed es- 

timation algorithm designs. The survey paper [1] can be consulted 

for more details on multi-sensor fusion estimation; in [2] , a look 

over classical results and recent advances in multisensor fusion, as 

well as in consensus filtering to achieve a collective fusion over 

the network, is presented. Also, readers interested in recent ad- 

vances in distributed filtering for stochastic systems over sensor 

networks may go through references [3] and [4] , in which a de- 

tailed overview of this field is presented. 

In a sensor network environment, the measured outputs may 

present multiplicative noise uncertainties due to several reasons, 

such as natural or human-made interference, excessive system 

noise, hardware or intermittent sensor failures; for instance, in 

situations involving sensor gain degradation, missing or fading 

measurements, the observation equations include multiplicative 

noises described by random variables taking values over the 

interval [0, 1]. Also, the transmission capacity is often limited in 
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unreliable networks and makes random communication delays 

and/or transmission packet dropouts be unavoidable in the com- 

munications between neighboring nodes. Since these random 

phenomena may potentially deteriorate the performance of the 

estimators, the estimation problem in systems including some of 

the aforementioned uncertainties is becoming a popular challeng- 

ing research topic within the scientific community. For example, 

[5] and [6] are concerned with the problem of distributed fu- 

sion estimation over peer-to-peer sensor networks with random 

packet dropouts; the optimal distributed fusion filtering problem 

in systems with missing measured outputs, as well as random 

transmission delays and packet dropouts, is studied in [7] and 

[8] ; recently, the distributed filtering problem for a class of multi- 

sensor stochastic uncertain systems with uncertainties caused by 

correlated multiplicative noises is addressed in [9] . The survey 

papers [10] and [11] and references therein can be consulted for 

further information. 

In relation to the mentioned random uncertainties, it is worth 

noting that random parameter measurement matrices can be used 

to describe, for example, missing sensor measurements or mul- 

tiplicative noises in the observation equations (see, e.g. [12] and 

[13] ). Also, systems with random delays and packet dropouts, or 

systems with two-step random delays, can be transformed into 

systems with random parameter matrices (see, e.g. [14] , [16] and 

[15] ). Consequently, systems with random parameter measure- 

ment matrices provide an appropriate unified context for model- 

ing the aforementioned network-induced random phenomena; this 

fact has encouraged an increasing interest in the signal estimation 

problem for such systems (see e.g. [17–23] and references therein). 

On the other hand, random matrices have also been used for the 

parameter estimation problem. In [24] , a model with random mea- 

surement matrices is considered in the context of distributed pa- 

rameter estimation over a coherent multiple access channel; an 

optimal inter-sensor collaboration scheme is designed for central- 

ized parameter estimation under unknown network topologies and 

non-zero collaboration cost. 

Furthermore, it should be noted that the classical assumption of 

independence between different sensor noises is somewhat conser- 

vative and can be restrictive in many real world problems in which 

correlation and cross-correlation of the noises may be present. For 

this reason, the latest research papers on signal estimation usu- 

ally weaken this assumption and the estimation problem with cor- 

related and cross-correlated noises has become an active research 

topic, not only in systems with deterministic matrices, but also in 

those with random parameter matrices (see, e.g. [19–22] for sys- 

tems with random parameter matrices, and [25] and [26] for the 

case of deterministic matrices, among others). 

Driven by the above considerations, the goal of this paper is 

to study the distributed filtering problem for a signal observed 

by a sensor network, when the measured outputs of the different 

sensors are perturbed by random parameter matrices and corre- 

lated additive noises. A peer-to-peer network topology is consid- 

ered, with a fusion center which locally estimates the signal at 

each individual sensor node, using not only its own measurements 

but also those from its neighboring sensors according to the net- 

work topology. The information packets are transmitted between 

the neighboring sensors via unreliable communication channels, 

thus being subject to random packet losses. Different sequences of 

Bernoulli random variables with known probabilities are employed 

to describe the random packet dropouts in the different communi- 

cation channels. 

Under these assumptions, and without requiring the knowledge 

of the signal evolution model, the distributed estimation problem 

is addressed in two stages. Firstly, at each sensor node, a prelim- 

inary least-squares linear signal filter is obtained collecting the 

measurements from the neighboring sensors; when the current 

measurement is lost during transmission, the last successfully re- 

ceived one is used. After that, at the second stage, each node com- 

putes the least-squares matrix-weighted linear combination of the 

neighboring preliminary ones that successfully reach it. 

The main contributions of the current research can be high- 

lighted in the following threefold: 

(1) Information on the signal process: our approach, based on covari- 

ance information, does not require the evolution model gener- 

ating the signal process to design the proposed preliminary and 

distributed filtering algorithms; nonetheless, they are also ap- 

plicable to the conventional formulation using the state-space 

model, even in the presence of state-dependent multiplicative 

noise, as it is shown in Section 4 . 

(2) Signal uncertain measured outputs: random measurement matri- 

ces and cross-correlation between the different sensor noises 

are considered in the measured outputs, thus providing a uni- 

fied framework to address different network-induced phenom- 

ena, such as missing measurements or sensor gain degradation, 

along with correlated measurement noises. 

(3) Random packet losses: the distributed estimation problem is de- 

veloped in a peer-to-peer network where each node acts as 

both a sensor and a fusion center and the information pack- 

ets are transmitted from the neighboring sensors via unreli- 

able communications channels that can cause random packet 

dropouts. 

A common denominator of the current research and other au- 

thors’ previously published results is the use of covariance infor- 

mation and the innovation approach for the estimation. Neverthe- 

less, the distributed filtering problem in partially connected net- 

works has not been addressed in any of the authors’ previous pa- 

pers, so it is a novelty in itself and involves some additional trou- 

bles in comparison with our previous research. In fact, it is con- 

sidered that the measurements for the estimation are obtained by 

a group of sensors distributed over a region, which are communi- 

cated according to a specific network topology. The main difficul- 

ties to address this problem, compared to previous papers, lie in 

the following two facts: a) The sensor network is not fully con- 

nected. Since this feature must be preserved during the filter de- 

sign, some difficulties arise to guarantee the filter optimality. Ac- 

tually, the use of zeros to weight those measurements from non- 

connected sensors is commonly handled by using generalized in- 

verses, which leads to suboptimal approaches; in this paper, how- 

ever, optimal estimators are designed by a new methodology that 

avoids the use of pseudo-inverses. b) The distributed error covari- 

ance matrices depend on random packet losses in the transmis- 

sions. However, these error covariances are upper-bounded by the 

preliminary ones, as it is shown in the numerical example. 

The outlines of this paper are summarized as follows. In 

Section 2 we present the sensor network and the assumptions un- 

der which the distributed estimation problem will be addressed. 

The proposed distributer filter design is carried out in Section 3 . 

More specifically, in Section 3.1 the observation model is rewrit- 

ten in a compact form, for notational simplicity. In Section 3.2 , 

a recursive algorithm for the preliminary least-squares linear fil- 

ter is derived using an innovation approach. Section 3.3 describes 

how the proposed distributed filter is generated at each sensor 

node by a matrix-weighted linear combination of the neighbor- 

ing preliminary ones that successfully reach the node, using the 

mean squared error as optimality criterion. The performance of 

the proposed estimators is illustrated by numerical simulations 

in Section 4 . The paper concludes with some final comments in 

Section 5 and two appendices which include the derivation of the 

proposed preliminary and distributed filtering estimators, respec- 

tively. 



Download English Version:

https://daneshyari.com/en/article/528328

Download Persian Version:

https://daneshyari.com/article/528328

Daneshyari.com

https://daneshyari.com/en/article/528328
https://daneshyari.com/article/528328
https://daneshyari.com

