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a b s t r a c t

Managing and supervising security in large networks has become a challenging task, as new threats and
flaws are being discovered on a daily basis. This requires an in depth and up-to-date knowledge of the
context in which security-related events occur. Several tools have been proposed to support security
operators in this task, each of which focuses on some specific aspects of the monitoring. Many alarm
fusion and correlation approaches have also been investigated. However, most of these approaches suffer
from two major drawbacks. First, they only take advantage of the information found in alerts, which is
not sufficient to achieve the goals of alert correlation, that is to say to reduce the overall amount of alerts,
while enhancing their semantics. Second, these techniques have been designed on an ad hoc basis and
lack a shared data model that would allow them to reason about events in a cooperative way. In this
paper, we propose a federative data model for security systems to query and assert knowledge about
security incidents and the context in which they occur. This model constitutes a consistent and formal
ground to represent information that is required to reason about complementary evidences, in order
to confirm or invalidate alerts raised by intrusion detection systems.

� 2009 Elsevier B.V. All rights reserved.

1. Introduction

Managing and supervising security in large networks has be-
come a challenging task, as new threats and flaws are being discov-
ered on a daily basis. This requires an in depth and up-to-date
knowledge of the context in which security-related events occur.
Several systems have been proposed to support security operators
in this task. Some examples of these systems include:

� intrusion detection systems (IDS), which monitor the activity of
the information system for the occurrence of malicious
activities,

� firewalls, which filter inbound and outbound network traffic,
� vulnerability assessment scanners, which discover and report

potential risks in computer systems,
� active and passive network mapping systems, which provide a

picture of the network nodes and their interconnections (so
called topology), as well as the software products running on
them (so called cartography),

� honey-pots, which report current trends and threats in the wild
and incident databases which inventory attack characteristics.

The scope of each of these systems is limited, both in terms of
detection capabilities and in the part of the network they monitor.
Therefore, several sensors need to be dispatched throughout the
network in order to provide security operators with a comprehen-
sive view of the events that occur. Since each system is likely to
produce a large amount of observations, many of which are incom-
plete, irrelevant or not reliable, security operators are rapidly over-
whelmed with events, the analysis of which is complex and time
consuming. Thus, it is necessary to assist security operators in
the diagnosis of the security incidents in order for them to focus
on high priority incidents and take appropriate counter-measures.

Therefore, several event correlation and reasoning approaches
have been proposed in the literature to fuse information available
in alerts triggered by security mechanisms. However, information
available in alerts is generally not sufficient; information about
the monitored information system, the characteristics of attacks,
and the configuration of security devices deployed throughout
the network are also necessary. We argue that having a common
data model to describe the relevant security-related information
is a prerequisite for the security systems to share a common under-
standing of the situation at stake, and cooperate.

For this purpose, we propose a data model based on first order
logic for security systems to query and assert information about
security incidents and the context in which they occur. This
model constitutes a consistent and formal ground to represent
knowledge that is required to reason about complementary intru-
sion evidence.
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This paper follows prior work on modeling knowledge in the
intrusion detection field. In [1], we proposed a relational data mod-
el called M2D2 (from the initials of the authors’ name), whose
objective was to federate the information that is required to reason
about alerts in intrusion detection. M2D2 was a first attempt to put
together the concepts of alerts, events, vulnerabilities, sensors, net-
work hosts, software products and their relationships.

Our contribution in this paper is twofold. Firstly, we have com-
pletely reformulated M2D2 in the first-order logic formalism. This
new formalism allows one to translate almost straightforwardly
the modelled concepts and relationships in an operational system,
thanks to the existing prolog and datalog systems. This revised for-
malism also allows us to take advantage of logic as a uniform lan-
guage to represent knowledge databases. Facts, rules and queries
can be written in a single language. Moreover, the formalism sup-
ports definition of relations via recursive rules, something which is
not allowed in traditional databases. Secondly, the new model in-
cludes new concepts that were missing in the original M2D2 mod-
el. In addition, the modeling of some remaining concepts has been
refined. These changes include the description of attack instances
and classes, a finer integration of security system capabilities,
and the taking into account of routing in networks.

This article is structured as follows. First, we discuss the back-
ground and motivation of our work. The next four sections focus
on each family of concepts our model is made of: the context
(i.e. the characteristics of the monitored information system), the
attacks and vulnerabilities, the security devices and the events
and alerts that occur in the system. In Section 7, we show how
the model can be used to reason about alerts by means of an attack
scenario. Then, we briefly describe how a prototype implementa-
tion of the logical framework fits within an alert management plat-
form. Before concluding and discussing future work, we present
some related work on the subject.

2. Background and motivations

2.1. Intrusion detection

Intrusion detection is a field of computer security whose goal is
to monitor the activity of an information system for the occurrence
of malicious activities, i.e., actions intended to violate the security
policy governing confidentiality, integrity and availability of ser-
vices and data.

Intrusion detection has been a very active research area for the
past 20 years, and several complementary solutions have been pro-
posed to detect attacks of all forms and origins against hosts and net-
works. Despite these efforts, intrusion detection systems (IDS) still
suffer from several drawbacks. Firstly, IDS trigger too many alerts,
a large proportion of which turn out to be false or irrelevant alerts
[2]. Security operators are consequently overwhelmed with alerts,
the analysis of which is time consuming and incompatible with
the alert rate. Secondly, the detection is still incomplete (i.e., attacks
are still missed by IDS). Improving the detection rate requires the
proliferation of heterogeneous sensors, so as to enhance the moni-
toring coverage and benefit from complementary detection tech-
niques. However, multiplying sensors also multiplies the number
of alerts received by security operators. There is a need for intrusion
detection sensors to collaborate and exchange information.

2.2. Alarm correlation

Alarm correlation is a subfield of intrusion detection, whose
goal is to make heterogeneous IDS sensors cooperate, in order to
improve the attack detection rate, enrich the semantics of alerts
and reduce the overall number of alerts.

Alarm correlation cannot be summarized to a single step in the
analysis of alerts. Except Valeur et al. [3], who propose a correla-
tion workflow intended to unify the various correlation steps, most
correlation approaches proposed in the literature generally focus
on specific aspects of the alert analysis.

These correlation approaches can basically be split in two cate-
gories, namely the implicit and explicit ones. Our objective here is
not to review all alarm correlation approaches, but to briefly sketch
some of them.

Implicit alarm correlation uses data-mining paradigms in order
to fuse, aggregate and cluster large alert datasets. For example, the
approaches of Valdes and Skinner [4], Dain and Cunningham [5,6],
as well as Debar and Wespi [7] are based on the similarity between
alert features (e.g., IP address of the victim and attacker). These pro-
cesses are crucial to facilitate the analysis of the huge number of
intrusion alerts, but generally fail to enhance the semantics of the
alerts. Some extensions of these approaches have been proposed to
extract relevant information from alert groups, for example by min-
ing association rules between alerts [8]. In [2], Julisch proposes to ap-
ply attribute oriented induction techniques in order to generalize
alert groups and support root cause analysis. In [9], we proposed
an extension of this approach inspired by logical concept analysis,
where alarm correlation is tackled as an information retrieval prob-
lem. Logical concept analysis unifies querying and navigation of
information, which facilitates the investigation of large alert
datasets.

Explicit alarm correlation approaches rely on a language which
allows security experts to specify logical and temporal constraints
between alert patterns in order to recognize complex attack sce-
narios, which generally require several steps to achieve their ulti-
mate goal. When a complete or a partial intrusion scenario is
detected, a higher level alert is generated. For example, in [10],
we proposed an explicit correlation scheme based on the formal-
ism of chronicles, and in [11,12] an imperative language to corre-
late sequences of alerts. Cuppens and Ortalo [13] also proposed a
similar language.

An extension of explicit alarm correlation approaches, some-
times referred to as semi-explicit, uses the assumption that complex
intrusion scenarios are likely to involve attacks whose prerequisites
correspond to the consequences of some earlier ones [14–16].
Therefore, semi-explicit correlation consists in associating precon-
ditions and postconditions, represented by first order formulas, with
individual attacks or actions. The correlation process receives indi-
vidual alerts and tries to build alert threads by matching the precon-
ditions of some attacks with the postconditions of some prior ones.

2.3. Knowledge representation

Despite their differences, almost all of these correlation ap-
proaches share a common requirement: the availability of some
knowledge about the characteristics of the attacks and the context
in which they occur. However, the correlation approaches do not
focus so much on how to represent the required knowledge, as to
how to use this knowledge in their reasoning process. These alarm
correlation paradigms have generally been implemented on an ad
hoc basis and validated in specific environments or using proprie-
tary formats. We claim that having a consistent data model is a
prerequisite for any alert fusion and correlation techniques to be
applied. This is why we focus on such model in this paper.

The knowledge representation problem has partially been ad-
dressed in previous papers, which we present in Section 9.

As a summary, our intent in this paper is not to propose a new
alarm reasoning technique; our objective is to join together the
atomic concepts and relations that are required to correlate alerts
in a complete and consistent model, called M4D4 (=(M2D2)2). This
model is to be used as a basis upon which existing and future cor-
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