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a b s t r a c t

Person re-identification is an important topic in video surveillance. We present a new feature represen-
tation for person re-identification based on multi-region-set ensembles (MRSE) by combining some
semantic regions with their contextual information. The motivation of this paper is that people can rec-
ognize and identify whether it’s the same person by one or several local regions of the appearance. Our
approach is divided into three steps: firstly, we segment the person into some semantic regions such as
‘‘hair”, ‘‘face”, ‘‘up-cloth” (upper clothes) and ‘‘lo-cloth” (lower clothes). After getting these regions, we
form multiple sets of different combination by selecting a few regions and concatenating the features
of them. We then combine the distance of all multiple sets for computing the similarity of a
query-gallery image pair. Finally, we achieve higher rank-1 recognition rate and competitive performance
compared with the state-of-the-art on iLIDS, VIPeR, CAVIAR4REID, 3DPeS four challenging datasets.

� 2016 Elsevier Inc. All rights reserved.

1. Introduction

Person re-identification (re-ID), to match a given probe image
against a gallery of candidate images in disjoint cameras, becomes
more and more important for solving many visual problems in
video surveillance, such as tracking criminals [1], human analysis
[2]. As shown in Fig. 1, this task is challenging because different
persons may have similar appearance and the same person in dif-
ferent cameras can be various in viewpoint, pose, illumination and
occlusion.

To address these challenges, most existing work on person re-
identification can be divided into two stages: (1) robust feature
representation to these variations, and (2) discriminative metric
learning model. A good overview can be found in [3]. We briefly
review these methods as follows.

In the feature representation, the histograms of color and
texture are the most widely-used appearance-based features for
person re-identification. They are combined to describe the
appearance of the person image across different camera views
[4–10]. Farenzena et al. [4] presented an appearance-based method
which combined the spatial arrangement of colors into stable
regions. Bazzani et al. [5] focused on the overall chromatic content
by incorporating global and local color histogram of the human
appearance. Recently, Yang et al. [11] proposed a novel color
descriptor based on salient color names which outperformed the
state-of-the-art performance for person re-identification. In addi-

tion, Liu et al. [12] combined the appearance features with the gait
feature of shape and temporal information to enhance person re-
identification.

To improve robustness against low resolution, occlusions and
pose, viewpoint and illumination changes, some researchers apply
the pipeline [13,14]: (1) divide a person image into several hori-
zontal stripes of equal size, (2) calculate the appearance-based fea-
ture of each part, (3) concatenate them to form the feature of the
person image as shown in Fig. 2(a).

However, due to the non-rigid structures of pedestrians, their
poses may vary a lot under different conditions, and the person
without adjacent views may have different backgrounds. Person
re-ID still faces challenges such as the human poses variations
and complicated backgrounds, even though the image is divided
into several horizontal stripes. In addition, image segmentation is
a critical preprocessing step to computer vision [15–17]. In order
to improve person re-identification, image segmentation is intro-
duced to suppress the inferences of complicated backgrounds
[18,11]. Chang et al. [18] proposed a single-shot person re-
identification algorithm based on pedestrian segmentation where
pedestrian foreground was segmented by combining the shape
prior information with the color seed. Then they divided the per-
son image into parts of several horizontal stripes. Yang et al. [11]
used the same way to extract features from horizontal stripes in
the foreground region. But horizontal stripes still lack semantic
information even though removing image background.

After extracting feature of the person image pair, the problem of
matching persons can be converted to metric learning problem
by minimizing the intra-class distances while maximizing the

http://dx.doi.org/10.1016/j.jvcir.2016.06.009
1047-3203/� 2016 Elsevier Inc. All rights reserved.

⇑ Corresponding author.
E-mail address: weili.cv@gmail.com (W. Li).

J. Vis. Commun. Image R. 40 (2016) 67–75

Contents lists available at ScienceDirect

J. Vis. Commun. Image R.

journal homepage: www.elsevier .com/ locate/ jvc i

http://crossmark.crossref.org/dialog/?doi=10.1016/j.jvcir.2016.06.009&domain=pdf
http://dx.doi.org/10.1016/j.jvcir.2016.06.009
mailto:weili.cv@gmail.com
http://dx.doi.org/10.1016/j.jvcir.2016.06.009
http://www.sciencedirect.com/science/journal/10473203
http://www.elsevier.com/locate/jvci


inter-class distances [19,9,20,21,14]. For instance, Zheng et al. [19]
learned the metric between a pair of person images as a relative
distance comparison (RDC) learning problem. They maximized
the likelihood of a pair of true matches which had a relatively
smaller distance than that of a wrong match pair in a soft discrim-
inant manner. In [20]. Li et al. showed that traditional metric learn-
ing methods based on a fixed threshold were insufficient and sub-
optimal for the verification problem and they learned metric

viewed as a joint model of a distance metric and a locally adaptive
thresholding rule. Pedagadi et al. [21] proposed a metric learning
algorithm using unsupervised PCA and supervised LFDA dimen-
sionality reduction on low manifold learning framework. Xiong
et al. [14] used kernel-based metric learning method in conjunc-
tion with a ranking ensemble voting scheme which outperforms
the state-of-the-art performance for re-ID. Although these meth-
ods have achieved dramatic progress, the performance of re-ID still

Fig. 1. Some challenges in re-ID problem: similar appearance, viewpoint, pose, illumination and occlusion.

Fig. 2. Most existing works divide a person image into six equal stripes. Different from them, we firstly segment the person into some regions. Then we combine these
semantic regions and their contextual information.
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