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a b s t r a c t

Employing correlation among images for improved reconstruction in compressive sensing is a conceptu-
ally attractive idea, although developing efficient modeling strategies and reconstruction algorithms are
often the key to achieve any potential benefit. This paper presents a novel modeling strategy and an effi-
cient reconstruction algorithm for processing a set of correlated images, jointly taking into consideration
inter-image correlation, intra-image correlation and inter-channel correlation. The approach starts with
joint modeling of the entire image set in the gradient domain, which supports simultaneous representa-
tion of local smoothness, nonlocal self-similarity of every single image, and inter-image correlation. Then
an efficient algorithm is proposed to solve the joint formulation, using a Split-Bregman-based technique.
Furthermore, to support color image reconstruction, the proposed algorithm is extended by using the
concept of group sparsity to explore inter-channel correlation. The effectiveness of the proposed
approach is demonstrated with extensive experiments on both grayscale and color image sets. Results
are also compared with recently proposed compressive sensing recovery algorithms.

� 2015 Elsevier Inc. All rights reserved.

1. Introduction

The theory of compressive sensing (CS) [1,2], which enables
sub-Nyquist sampling rates, has attracted considerable research
interests from signal processing communities in recent years. By
incorporating signal acquisition with compression, it can signifi-
cantly improve the energy efficiency of sensors. Based on the CS
theory, several real CS-based imaging systems have been built,
including the single-pixel camera [3], the compressive spectral
imaging system [4], and the high-speed video camera [5], etc.
However, perfectly reconstructing the images from a small number
of random measurements is still a big challenge due to the ill-
posed nature of inverse problems.

In this paper, we study the problem of reconstructing a set of
correlated images, each of which is independently acquired by
the CS technique. Such a set of images could be multi-view images
which represent a scene from different view points, or a series of
video frames which are taken at different time points. The former
situation occurs in scenarios where the cameras are densely
deployed but with strong power consumption constraints, e.g.,
wireless multimedia sensor networks (WMSN), while the latter

one could appear in scenarios like commercial video processing
cameras, video surveillance or dynamic magnetic resonance imag-
ing (MRI) for medical imaging. It is no doubt that one can treat
each image independently and use the reconstruction algorithms
designed for single CS-imaging systems, e.g., [6–9]. However, if
we can take advantage of the high correlation between images,
the quality of the reconstructed images could be potentially
improved.

There have been many studies focussing on the problem of CS
reconstruction of correlated images. We roughly review three
kinds of methods as follows:

� Techniques of the first kind rely on joint sparsity of the whole
image set. For examples, Ma et al. [10] applied a modification
of the approximate message passing algorithm and proposed
to incorporate three-dimensional (3-D) dual-tree complex
wavelet transform during reconstruction. Li et al. [11] recovered
video cubes by minimizing total variation (TV) of the pixelwise
discrete cosine transform (DCT) coefficients along the temporal
direction. Hosseini et al. [12] proposed an alternative TV
regularization model that utilizes high-order-of-accuracy dif-
ferential finite impulse response (FIR) filter. Then the proposed
TV was extended to tensorial representation to encode video
features by decomposing each space–time dimension.
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� The second kind of techniques relies on the estimation of geo-
metric transformations between images. For instance, Park
and Wakin [13] used a manifold lifting algorithm to obtain a
first estimation of the transformation parameters and a stan-
dard CS algorithm for the estimation of the images. In order
to reduce computational complexity, Thirumalai and Frossard
[14] estimated correlation between neighboring images directly
from the linear measurements by the graph cut algorithm. Puy
et al. [15] modeled each observed image as the sum of a geo-
metrically transformed background image and a foreground
image. Then a reconstruction method was proposed to jointly
estimate the background and foreground images and the trans-
formation parameters by minimizing a nonconvex functional.

� Techniques of the third kind use the neighboring images
(usually spatially or temporally close to the current one) to
represent the current image. The most direct ways to do repre-
sentation are disparity estimation (DE)/disparity compensation
(DC) for multi-view imaging and motion estimation (ME)/
motion compensation (MC) for video sequences. Mun et al.
[16] performed block-based ME between reconstructed
neighboring frames. To guarantee a more precise prediction,
iteratively processing estimation–reconstruction was needed.
Trocan et al. [17] applied the optical flow method to perform
DE instead of the simple block matching method, and proposed
to reconstruct the residual value in TV domain. Similar method
was also proposed in [18], where the prediction from a neigh-
boring image was applied as an adaptive transform to form a
joint optimization problem for all images. Other ways to do
representation include Karhunen–Loève transform (KLT)-based
method [19], dictionary learning-based method [20] and
multi-hypothesis (MH) prediction-based method [21], etc.

Among the three kinds of techniques discussed above, the last
one usually leads to a better quality of reconstruction. The reason
lies in that the correlation within image set is explored in
image–image pattern, providing guaranteed robustness. Although
inter-image correlation is extensively studied for CS reconstruction
of correlated images, intra-image correlation, i.e., structured prior
knowledge of images, is not explored well or is neglected in most
existing methods. When inter-image correlation is not reliable,
the quality of reconstruction would drop (this situation happens
frequently, e.g., large disparity/motion occurs in the image sets,
or the images are sampled at low subrates, making accurate
estimation of inter-image correlation impossible). On the other
hand, if color images are considered, there also exists strong
inter-channel correlation which can be taken advantage of.
Unfortunately, as far as we know, none of the methods
designed for CS reconstruction of correlated images considers
inter-channel correlation, while works like [22–24] only focuss
on single color image reconstruction.

In this paper, we propose a novel strategy for high-fidelity CS
reconstruction of correlated image set by jointly characterizing
inter-image, intra-image and inter-channel correlation. Our main
contributions are listed as follows. Firstly, we establish a joint
modeling (JM) for correlated images, where inter-image correla-
tion and intra-image structured prior knowledge including local
smoothness and nonlocal self-similarity are explored simultane-
ously to ensure a more reliable and robust estimation. Then a
new Split-Bregman-based algorithm is developed to efficiently
solve the inverse problem where the minimization functional is
formulated by using JM under regularization-based framework.
After that, for CS reconstruction of color images, by utilizing the
concept of group-sparsity, inter-channel correlation is additionally
taken into consideration, and the proposed algorithm is further
extended as a joint-channel reconstruction manner. Here we need
to point out that the goal of joint modeling in this paper is to

explore different kinds of correlation within correlated image sets,
so that the compressively-sensed image sets can be accurately
recovered; while the modeling in [25], the sparse representation-
based method in [26], and the learning methods in [27,28] aim
to extract multiple features for applications such as image annota-
tion and human motion recognition.

The remainder of the paper is organized as follows. Section 2
briefly reviews the related background knowledge. Section 3 elab-
orates the design of JM for correlated images. The new functional
which contains regularization term formed by JM, and the details
of solving inverse problem are provided in Section 4. Section 5
extends the proposed CS reconstruction algorithm to support
reconstruction of color images. Extensive experimental results
and discussion are given in Section 6. Finally, we summarize this
paper in Section 7.

2. Background

Consider an imaging system which independently takes mea-
surements for each image in a correlated image set. The sensing
procedure for the ith image can be written as

yi ¼ Uiui ð1Þ
where ui is an N-length vector, which denotes the original ith
image; yi contains M measurements of ui and Ui is the measure-
ment matrix, whose size is M � N. We call M=N the subrate of CS,
and decreasing the subrate causes the system to become highly
ill-conditioned and eventually underdetermined.

To reconstruct the underlying images from such an underdeter-
mined system, one common way is to employ image prior knowl-
edge for regularizing the solution to the following minimization
problem

min
ui

WðuiÞ s:t: yi ¼ Uiui ð2Þ

where W is the regularization term denoting image prior. Usually,
this problem is further transformed to the following unconstrained
optimization problem

min
ui

WðuiÞ þ k
2
kyi �Uiuik22 ð3Þ

where k is the regularization parameter that controls the tradeoff
between the data fidelity term and the regularization term.

The most current CS reconstruction algorithms explore the prior
knowledge that a natural image is sparse in some domains, such as
DCT, wavelets and the gradient domain utilized by the TV norm
[29]. Particularly, TV-based CS reconstruction algorithms, which
explore image local structural information and achieve state-of-
the-arts results, turn (3) to

min
ui

kDuik1 þ
k
2
kyi �Uiuik22 ð4Þ

where D ¼ ½DT
h;D

T
v �

T
and Dh; Dv denote horizontal and vertical finite

difference operators, respectively.
In natural images, there might exist many pixels which are

very similar to each other in values but spatially far away from
a current pixel. This phenomenon is named as the nonlocal
structure [30], and it has been successfully utilized to enhance
the performance of TV-based CS reconstruction by applying the
nonlocal means (NLM) filter via regularization, which is repre-
sented as

WðuiÞ ¼ kui �wiuikpp ð5Þ
where wi is the weight matrix. Assume that uiðj1Þ; uiðj2Þ are two
pixels at index j1 and j2 in image ui, respectively, the weight at
ðj1; j2Þ in wi is calculated by
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