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a b s t r a c t

Typically, k-means clustering or sparse coding is used for codebook generation in the bag-of-visual words
(BoW) model. Local features are then encoded by calculating their similarities with visual words. How-
ever, some useful information is lost during this process. To make use of this information, in this paper,
we propose a novel image representation method by going one step beyond visual word ambiguity and
consider the governing regions of visual words. For each visual application, the weights of local features
are determined by the corresponding visual application classifiers. Each weighted local feature is then
encoded not only by considering its similarities with visual words, but also by visual words’ governing
regions. Besides, locality constraint is also imposed for efficient encoding. A weighted feature sign search
algorithm is proposed to solve the problem. We conduct image classification experiments on several pub-
lic datasets to demonstrate the effectiveness of the proposed method.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

The bag-of-visual words (BoW) model has been very popular for
image applications in recent years. It is inspired by the bag-of-
words model for text analysis. Basically, the BoW model can be
divided into four steps. First, it selects image regions and extracts
local features to represent these regions. Second, a codebook is
generated either by k-means clustering [1] or sparse coding [2].
Third, each local feature is then encoded accordingly to form image
representation. Finally, classifiers are trained to predict the classes
of images.

Of the four modules, the generation of codebook and local fea-
ture encoding modules are very important for the final image rep-
resentation. A codebook is a collection of patterns which are used
for local feature encoding. Usually, k-means clustering is used and
local features are quantized by nearest neighbor assignment. How-
ever, as pointed out by many researchers [3–10], this hard assign-
ment strategy causes sever information loss, especially when local

features lie on the boundary of visual words. To reduce the infor-
mation loss during local feature encoding process, a lot of works
[3–10] have been done by softly assigning local features, such as
kernel codebook [3] and sparse coding [2].

Although proven effective, there are some problems with previ-
ous codebook generation and local feature encoding strategies.
First, each local feature is treated equally for codebook generation
and image representation. The generation of codebook and encod-
ing of local features should be task dependent for efficient image
representation. Second, the extracted local features are often too
many to be used for codebook generation due to the computational
power and memory usage required. To solve this problem,
researchers choose to randomly select local features for codebook
generation. The cluster centers are viewed as visual words. How-
ever, during the new local feature encoding process, only the visual
words are used. This strategy discards the useful information of
local features during the codebook generation process [8]. In fact,
what we learned during the codebook generation is a partition of
local feature space, not merely cluster centers. We believe this
information should also be made use of for efficient codebook
learning and local feature encoding. Third, many previous practices
only try to reduce the information loss during local feature encod-
ing without considering the codebook generation process. If we can
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generate the codebook and encode local features by jointly reduc-
ing the information loss, we will be able to get more representative
codebook and encoding parameters simultaneously.

To preserve the spatial information of local features, spatial pyr-
amid matching (SPM) is introduced by Lazebnik et al. [11] and is
widely used by researchers. This method partitions an image
into increasingly finer sub-regions of different scales with
2l � 2l; l ¼ 0;1;2. The histogram representation of each sub-region
is then concatenated to form the final image representation. Many
works [12–16] have demonstrated the effectiveness of this method
for visual applications, such as image classification, image/video
retrieval. In cases only the first scale l ¼ 0 is used, SPM will reduce
to BoW. Researchers have empirically found that k-means cluster-
ing based codebook generation method should be combined with
SPM and non-linear kernels for efficient image classification. How-
ever, the computational cost is high. To speed up the computation
and improve the performance, Yang et al. [2] proposed to use
sparse coding with linear SVM classifier instead. Inspired by this,
a lot of works were proposed [4–6] which further improve the per-
formance. However, local features are still treated equally. Besides,
the partition of local feature space information during the code-
book generation process is still not considered by these methods.

To solve the problems mentioned above, in this paper, we pro-
pose a novel image representation method by going one step
beyond visual word ambiguity and consider the governing regions
of visual words generated by weighted local features. Each local
feature is weighted according to specific visual application task
by using the output of pre-trained traditional classifiers [1]. Each
weighted local feature is then encoded not only by considering
its similarities with visual words, but also by visual words’ govern-
ing regions. A visual word’s governing region is defined as the area
covered by local features that are encoded with this visual word.
We first find the local features nearby used during the codebook
generation process, each weighted local feature is encoded by con-
sidering its similarities between visual words and the coding
parameters of these nearby neighbors. This governing region based
encoding scheme is consistently used both during the codebook
generation and local feature encoding processes. We propose a
weighted feature sign search algorithm to solve this governing
region based weighted sparse coding problem. Experiments on
several public datasets demonstrate the effectiveness of the pro-
posed governing region based weighted sparse coding algorithm
for image representation.

The rest of this paper is organized as follows. Section 2 gives the
related work. In Section 3, we give the details of the proposed
weighted local feature encoding by governing region method for
image representation and conduct experiments on several public
datasets to demonstrate its effectiveness in Section 4. Finally, we
conclude in Section 5.

2. Related work

Inspired by text analysis, the bag-of-visual word model (BoW)
[1] has been widely used for visual applications. One important
component of the BoW model is the generation of codebook and
encoding of local features. Traditional BoW model used the k-
means clustering algorithm and viewed the cluster centers as
visual words. Local features are then quantized to the nearest
visual word. However, this scheme causes sever information loss
which limits its discriminative power. To reduce the information
loss during the local feature encoding process, a lot of works have
been proposed [2–10]. Yang et al. [2] proposed to use sparse coding
for codebook generation. Linear classifier was then trained to save
computational cost. Gemert et al. [3] explored the visual word
ambiguity problem and tried to quantize local features softly with

codebook uncertainty. Wang et al. [4] found that locality is also
very important and proposed the locality constrained linear coding
algorithm which can be viewed as an extension of the sparse cod-
ing algorithm [2]. To consider the smooth property of sparse cod-
ing parameters, Gao et al. [5] proposed a Laplacian sparse coding
algorithm and improved the image classification performance.
The sparse coding along with max pooling strategy is suboptimal
because negative coding parameters are useless for image repre-
sentation. To solve this problem, non-negative sparse coding along
with max pooling is proposed by Zhang et al. [6]. Liu et al. [7] con-
ducted experiments on several public datasets and found soft
assignment is very necessary for local feature encoding. Perronnin
and Dance [8] proposed to use the fisher kernel for codebook con-
struction which extended the BoW model by going beyond count-
ing the zero order statistics and tried to encode second order
statistics. Jurie and Triggs [9] proposed an acceptance-radius based
clustering method to generate better codebooks than k-means
clustering. To avoid the heavy computation of k-means clustering,
Randomized clustering forest was proposed by Moosmann et al.
[10] which speeded up the computation and improved the final
image classification performance.

The traditional BoW model lacks the spatial information,
inspired by the work of Grauman and Darrell [12] and Lazebnik
et al. [11] proposed the spatial pyramid matching (SPM) algorithm
which was widely used by researchers. Motivated by the SPM algo-
rithm, a lot of works [13–16] have been done to combine the spa-
tial information of local features. Chen et al. [13] proposed a
hierarchical matching method with side information and used it
for image classification. A weighting scheme was used to select dis-
criminative visual words. Yao et al. [14] combined randomization
and discrimination into a unified framework and used it for fine-
grained image categorization. Zhang et al. [15] proposed to repre-
sent images with components and used a bilinear model for object
recognition. A pose pooling kernel was proposed by Zhang et al.
[16] to recognize sub-category birds.

To avoid the information loss, researchers also tried to classify
images by using local features directly [17–19]. Boiman et al.
[17] proposed to measure the similarities of local features and used
it for image classification with encouraging results. To speed up the
computation, Timofte and Gool [18] proposed to iteratively search
for the nearest neighbors and used it for image classification and
dimensionality reduction. A local naive Bayes nearest neighbor
method [19] was also proposed by McCann and Lower. The use
of neighbor information speeds up the computation and also helps
to improve classification performance. In fact, the use of local
neighbor information has been widely used for visual applications,
such as locality constrained linear coding [4], Laplacian sparse cod-
ing [5] and kernel codebook [3].

The use of sparsity [20] has also been very popular in recent
years. Sparse coding [21] is used by Yang et al. [2] for image clas-
sification. Sparse representation is used for robust face recognition
by Wright et al. [22]. Yang et al. [23] combined fisher discrimina-
tion information with sparse coding to learn the dictionary for face,
digit and gender classification. Structured sparse representation is
also proposed by Elhamifar and Vidal [24] for robust face
classification.

Researchers [13,25–33] have also tried to treat local features
differently which has shown its effectiveness for various image
classification tasks. Chen et al. [13] combined object confidence
map and visual saliency map for side information which achieved
good image classification performance. Fernando et al. [25] tried to
fuse discriminative feature with a regression model to boost image
classification performance. Cinbis et al. [26] viewed local features
as non-iid sampled and used the fisher kernel to classify images.
Sharma et al. [27] also explored discriminative saliency with spa-
tial information. Moosmann et al. [28] tried to learn the saliency
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