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a b s t r a c t

During scanning and transmission, images can be corrupted by salt and pepper noise, which negatively
affects the quality of subsequent graphic vectorization or text recognition. In this paper, we present a new
algorithm for salt and pepper noise suppression in binary images. The algorithm consists of the compu-
tation of block prior probabilities from training noise-free images; noise level estimation; and the max-
imum a posteriori probability estimation of each image block. Our experiments show that the proposed
method performs significantly better than the state of the art techniques.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

Image scanning and transmission often results in corruption of
the image by salt and pepper noise [1–3], which appears in binary
images as randomly distributed inverted pixels. Removal of this
type of noise plays an important role for further processing steps,
such as graphic vectorization and text recognition.

Salt and pepper noise suppression algorithms for binary images
are essentially different from those for grayscale images. In a bin-
ary image, image objects and corrupted pixels have the same set of
values, namely, f0;1g, so that the detection of corrupted pixels be-
comes a nontrivial task. However, once a pixel is detected as cor-
rupted, its value can be simply inverted. In a grayscale image,
corrupted pixels can be easily identified, because their values are
significantly different from the values of the neighbor pixels, but
the estimation of their true values is difficult.

For binary images, several denoising algorithms have been pro-
posed in the last two decades:

1. The median filter and the center weighted median filter [4].
The median filter results in distortion of thin lines and cor-
ners. The center weighted median filter avoids this draw-
back by replicating the value of the central pixel several

times before the calculation of the median, i.e. by giving
more weight to the central pixel.

2. The kFill algorithm [5] and the Enhanced kFill algorithm
[6]. In these algorithms, the k� k neighborhood of each
pixel is analyzed; and the decision to invert the pixel value
is based on the number of white pixels in the neighbor-
hood, the number of connected components in the neigh-
borhood, and the number of white pixels in the corners of
the neighborhood. The disadvantage of these approaches
is shortening one-pixel-wide lines from their end points
[3].

3. Morphological operators [7], which remove salt and pepper
noise using a sequence of erosions and dilations. Such fil-
ters tend to remove thin lines and join close objects, which
limits their accuracy.

4. Filters utilizing connected component labeling [8,9]. These
filters are based on the idea that corrupted pixels usually
form connected components of small size. Therefore,
removing small connected components can suppress the
noise. Nevertheless, corrupted pixels connected to objects
cannot be restored in this way.

5. Line tracking algorithms [10,3,11], which are developed
specifically for denoising of engineering drawings. These
algorithms track thin lines in order to identify if they are
caused by the noise or belong to an object. These methods
can be integrated into other algorithms, such as kFill [10],
or they can be used as a post-processing step [11].
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6. The discrete universal denoiser (DUDE) [12], which counts
the occurrences of each pixel neighborhood in the whole
image and estimates the value of a pixel using the occur-
rence count of its neighborhood.

The drawback of the currently existing methods is that only the
input noisy image is used; and the prior knowledge about the ob-
jects, which are typical for the processed image, is not utilized. At
the same time, this knowledge has been successfully used for gray-
scale image restoration [13,14].

In this article, we propose a new method for salt and pepper
noise suppression in binary images, which is based on the maxi-
mum a posteriori probability (MAP) estimation of each image
block. The algorithm utilizes training noise-free images to compute
the prior probability of the occurrence of each image block. A noise
level estimation procedure has been developed as well.

The article is organized as follows. The notation is introduced in
Section 2. Section 3 focuses on the noise model. The noise level
estimation algorithm is presented in Section 4. We present the
noise suppression method in Section 5 and discuss its implementa-
tion in Section 6. The experiments and the discussion are given in
Sections 7 and 8 respectively. We conclude in Section 9.

2. Notation

Further in this paper, images and image blocks are considered
as matrices; images are denoted by capital letters and image blocks
are denoted by bold capital letters. All matrices are numbered

using the superscript, e.g. Að1Þ; Að2Þ; . . .; and the ði; jÞ element of ma-
trix A is denoted by Aij. The set of all M �M matrices with elements

from domain f0;1g is denoted by f0;1gM�M . Let SðAÞ be the sum of
the absolute values of elements of matrix A. Then SðA� BÞ is the
number of different elements in matrices A; B 2 f0;1gM�M . The

binomial distribution is denoted by Bðn; pÞ; and n
k

� �
is the bino-

mial coefficient.
Let us also associate 0 with black and 1 with white.

3. Noise model

Let U be the original, noise-free image; p be the noise level, i.e.
the probability of a pixel value flip; and V be the corresponding
noisy image. That means, Vxy has the following probability mass
function for each pixel ðx; yÞ:

f t; p;Uxy
� �

¼
1� p if t ¼ Uxy

p if t ¼ 1� Uxy

�
: ð1Þ

Without loss of generality, we can assume that p 6 0:5. Indeed, if
p > 0:5, the matrix with elements 1� Uxy can be considered as
the original image (see (1)).

Let W be the image width and H be the image height. Each of
images U and V contains NB ¼ ðW �M þ 1ÞðH �M þ 1Þ blocks of
size M �M. Let us denote these blocks by UðkÞ and VðkÞ respectively.
VðkÞij has the following probability mass function:

f t; p;UðkÞij

� �
¼

1� p if t ¼ UðkÞij

p if t ¼ 1� UðkÞij

8<: i; j ¼ 1; . . . ;M: ð2Þ

4. Noise level estimation

Let us denote the histogram of sums SðVðkÞÞ by hðtÞ:

hðtÞ ¼
XNB

k¼1

½SðVðkÞÞ ¼ t� t ¼ 0; . . . ;M2 ð3Þ

where ½SðVðkÞÞ ¼ t� equals 1 if SðVðkÞÞ ¼ t and 0 otherwise.
Assume that image U contains N0 black homogeneous blocks

UðkÞ. Since these blocks contain only zeros, the sums SðVðkÞÞ corre-
sponding to these blocks follow the binomial distribution BðM2; pÞ.
Therefore, the expected value of the histogram of these sums is
N0fBðt; M2; pÞ, where fBðt; M2; pÞ is the probability mass function of
the binomial distribution BðM2; pÞ. Hence, in order to estimate N0

and p, the distance between hðtÞ and N0fBðt; M2; pÞ is minimized:

bN0; p̂0 ¼ arg min
N0 ;p

XM2

t¼0

hðtÞ � N0fBðt; M2;pÞ
� �2

ð4Þ

The minimization is presented in Algorithm 1. N̂0 is initialized with
the total number of blocks NB and imax optimization iterations are
done then. At each iteration, p̂0 is found by the enumeration of p from
0:0001 to 0:5 with step 0:0001 (line 4). Then, N̂0 is computed as zero
of the derivative of the objective function (line 5). In our experi-
ments, no more than 7 iterations were required for convergence.

Algorithm 1

Input: image V corrupted with salt and pepper noise

Output: black block count estimate N̂0, noise level estimate p̂0

1: N̂0  NB

2: p̂0  0
3: for i ¼ 1 to imax do

4: p̂0  arg minp
PM2

t¼0 hðtÞ � N̂0fBðt; M2; pÞ
� �2

5: N̂0  
PM2

t¼0hðtÞfBðt; M2; p̂0Þ=
PM2

t¼0f 2
B ðt; M2; p̂0Þ

6: end for

The same procedure is applied for white homogeneous blocks.
Namely, the number N1 of white homogeneous blocks and the
noise level are estimated as

N̂1; p̂1 ¼ arg min
N1 ;p

XM2

t¼0

hðtÞ � N1fBðt; M2;1� pÞ
� �2

: ð5Þ

Then, the final noise level estimate pest is selected based on the pre-
dominance of black or white homogeneous blocks:

pest ¼
p̂0; if N̂0 P N̂1

p̂1; if N̂0 < N̂1

(
ð6Þ

5. Noise suppression

Let ZðqÞ; q ¼ 1; . . . ; T be noise-free images of size Wq � Hq, which
contain information of the same kind as that contained in U. These
images are used for training. Each image ZðqÞ contains Nq ¼ ðWq

�M þ 1ÞðHq �M þ 1Þ blocks of size M �M, which are denoted by
Zðq;nÞ; n ¼ 1; . . . ;Nq. The prior block probabilities are computed as

PðAÞ ¼ 1PT
q¼1Nq

XT

q¼1

XNq

n¼1

½A ¼ Zðq;nÞ� A 2 f0;1gM�M ð7Þ

where ½A ¼ Zðq;nÞ� equals 1 if A ¼ Zðq;nÞ and 0 otherwise. That means,
the prior probability for block A is proportional to the number of
occurrences of this block in the training images.

For each block VðkÞ, we compute original block estimate ÛðkÞ as
the MAP estimate:

ÛðkÞ ¼ arg max
A2f0;1gM�M

PðVðkÞjAÞPðAÞ k ¼ 1; . . . ;NB ð8Þ

where PðVðkÞjAÞ is the probability that block A will be equal to block
VðkÞ after corruption with salt and pepper noise of level p. This
probability depends only on the number of different elements in
blocks VðkÞ and A; and it can be computed as
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