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a b s t r a c t

In this paper, an unsupervised sub-scene segmentation method is proposed. It emphasizes on generating
more integrated and semantically consistent regions instead of homogeneous but detailed over-
segmented regions usually produced by conventional segmentation methods. Several properties of
sub-scenes are explored such as proximity grouping, area of influence, similarity and harmony based
on psychological principles. These properties are formulated into constraints that are used directly in
the proposed sub-scene segmentation. A self-determined approach is conducted to get the optimal seg-
mentation result based on the characteristics of each image in an unsupervised manner. The proposed
method is evaluated over three datasets. For quantitative evaluation, the performance of the proposed
method is on par with state-of-the-art unsupervised segmentation methods; for qualitative evaluation,
the proposed method handles various sub-scenes well, and produces neater results. The sub-scenes
segmented by the proposed method are generally consistent with natural scene categories.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

Image segmentation aims to partition an image into non-over-
lapping homogeneous regions and is fundamental for all kinds of
image processing and computer vision applications such as object
and saliency detection [1,2], semantic annotation [3,4], event
detection [5], and hierachical scene understanding [6].

Despite years of research, image segmentation remains a very
challenging problem because it is inherently an ill-posed and
ambiguous problem [7]. There are various possibilities to perceive
and segment an image because people have different preferences.
Besides, the ‘‘correct’’ segmentation may be different according
to different visual tasks. To address the problem of ambiguity in
segmentation, Arbelaez et al. proposed to collect human labeled
boundaries as ground truth and perform the segmentation in a
supervised manner [8]. Following this trend, the supervised meth-
ods usually emphasize on estimating the boundary probabilities
rather than achieving integrated regions [9,10]. The drawback is
that the boundary may be in a discontinuity state and the dis-
jointed edges affect visual perception when closed contours are
preferred [11].

It is of course more challenging and demanding in unsupervised
image segmentation. As the general purpose of unsupervised

image segmentation is to derive segments which are suitable for
human perception, relying on human perceptual rules from psy-
chology is inevitably one of the major directions. Perceptual rules
have been carefully studied and are used in many unsupervised
segmentation methods [7,12–16]. The most widely used is the Ge-
stalt principles [17]. Gestalt is a psychology term that means uni-
fied whole. It refers to the theory which describes how people
tend to group visual elements when certain principles are fulfilled.
It concludes principles such as continuity, closure, similarity and
proximity. However, there are difficulties to quantize them in
mathematics since these principles are abstract psychology con-
cepts. Actually, only a few principles such as similarity and prox-
imity are used in literature, and they are interpreted in a
simplified way. According to the similarity principle, regions with
the most similar appearances are considered to be merged
[7,12–16]. In realizing of the proximity principle, only neighboring
regions are actually merged [6,16,18]. It is necessary to accomplish
the perceptual rules more deeply to further improve image
segmentations.

Besides, it has long been identified that there is a ‘‘semantic
gap’’ between the segmented patches and the semantic entities
that can be readily used. Both Malisiewicz and Efros [1] and
Jianping et al. [6] stated that homogenous segmented patches
may not correspond to physical objects in the real world. The fun-
damental reason for this semantic gap roots in the limitation of
current objectives of image segmentation which focuses on detect-
ing precise boundaries [10] and producing homogenous regions.
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Therefore, any slight change in the image is captured and objects
that are segmented into several parts are acceptable. However,
these parts are needed to be integrated together to meet human
expectations. Use global image context or apply corresponding
perceptual rules to piece together the segmented parts and form
semantically consistent regions is necessary [4,6].

In this paper, an unsupervised sub-scene segmentation method
is proposed to narrow the semantic gap. The notion of the sub-scene
is intuitively derived from human perception towards a scene.
When a person sees a scene, he may partition the scene into several
sub-scenes, where the sub-scene fulfills certain ‘‘function’’ and the
meaning of the entire scene is probably derived by combining the
functions of the sub-scenes. The notion of sub-scene used in this
paper may appear to be similar to semantic segmentation such as
[19,20]. However, the major difference is that the sub-scene here
is not confined to fixed categories set beforehand and it does not
need to go through a training step neither. Several perceptual rules
are explored based on human psychology such as proximity group-
ing, area of influence by objects and harmony, and they are trans-
formed into constraints which can be applied to low level features.
With a self-determined retrieval approach, sub-scenes can be gener-
ated automatically. The contributions of the proposed method are:

1. Proximity grouping is formulated more appropriately using
influence areas instead of being restricted to neighboring pairs;

2. Balancing between proximity grouping and similarity grouping
is achieved by a self-determined optimal retrieval strategy; and

3. The unimportant details are ignored and a more integrated seg-
mentation result is achieved.

The paper is organized as follows. In Section 2, the proposed
method is presented in details. Section 3 describes the experiments
on three datasets, where each dataset emphasizes a different as-
pect of scenes. Comparison and discussion are given for each one
of them. Section 4 concludes the paper.

2. Proposed method

2.1. Problem formulation

Consider I as a given image, one way to partition the image into

M regions is CMðIÞ ¼ Ri
M

n o
; i ¼ 1; . . . ;M, where Ri

M represents re-

gion i. The common split-and-merge approach towards image seg-
mentation is to first generate a number of superpixels and then
gradually merge them until a stop criterion is satisfied; or
complete the merging steps to the end as CMðIÞ !
CM�1ðIÞ ! � � � ! C1ðIÞ and then select the optimal segmentation
C�ðIÞ from the entire process. The optimal C�ðIÞ is the partition that
minimizes the cost function which consists of two parts:

EðCMÞ ¼
1
M

XM

i¼1

J Ri
M

� �
� k

2
MðM � 1Þ

XM

i¼1

XM

j¼iþ1
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M;R

j
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� �
: ð1Þ

The term J Ri
M

� �
represents the dissimilarity within each region and

the term d Ri
M;R

j
M

� �
represents the dissimilarity between regions.

The cost function is based on the similarity principle. Minimizing
it can produce segments with large dissimilarity between regions
but homogeneous within each region. However, the two terms in
(1) are contradictory to each other during region merging. Merging
most similar regions can generally increase the global inter-region
dissimilarity but may increase the intra-region dissimilarity. As a
result, k is introduced to balance the tradeoff.

Similarly, the sub-scene segmentation which also models the
semantic interactions minimizes a cost function as:
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in which
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CðRMÞ ¼
XM
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The term K Ri
M

� �
is the improved intra-region dissimilarity evalua-

tion which combines the color and spatial interactions. Denote p

as a pixel, the term S Ri
M ;p

� �
is to measure the spatial interaction

between the pixel and the sub-scene region. Similarly, a high order
term C (RM) is to evaluate the inter-region dissimilarity among all

sub-scene regions and D Ri
M;R

�i
M

� �
is to evaluate the influences.

The sub-scene properties such as proximity grouping and area of
influence can be incorporated. The expression of each term and
the sub-scene properties will be studied in following sections. Be-
fore that, a brief comparison of sub-scenes and image segmentation
is given.

2.2. Difference between sub-scenes and image segmentation

The major difference between sub-scene segmentation and
common image segmentation is that the former attempts to bring
semantic constrains into consideration and generate meaningful
entities instead of detailed but broken components. Take Fig. 1 as
an example. The proposed method is compared with Mean-shift
[16], one of the traditional image segmentation method. It can be
seen that details such as the texture of the trees, rocks on the road,
the changes of the grassland and the different parts of the building
are captured by Mean-shift. However, some of these segmented re-
gions can be considered under the same category to give a better
integrated semantic meaning. For instance, the proposed method
generates neater sub-scenes that represent sky, grassland, trees,
roads, buildings, sea and boat.

Section 2.3 presents the concept of the sub-scene. Following
that, sub-scene properties based on psychological perspective are
described in Section 2.4. Section 2.5 presents the constraints de-
rived from sub-scene properties which are applied to the proposed
framework. Section 2.6 discusses the detailed realization of the
proposed method.

2.3. Concept of the sub-scene

The concept of a sub-scene comes from the psychological per-
spective when human confronts a scene [21]. Typically, a scene is
visualized as a composition of several functional sub-scenes re-
lated to each other according to some visual rules, of which details
are neglected initially. Then general understanding of the scene is
achieved both by recognizing the function of each sub-scene and
by interpreting their relationships. In this regard, some sub-scenes
are inherently less distinct while other sub-scenes may play a more
prominent role in determining the scene category. Fig. 2 depicts
the sub-scene of chairs in different scenes such as living room,
classroom, auditorium and so forth. As can be seen, the display
of chairs plays a dominant role in distinguishing indoor scenes
such as auditorium and living room. The scale and composition
of a sub-scene together with its relationship with other sub-scenes
are (1) more inspiring than mixing them together and treating the
scene as a whole, which is the approach taken by most scene cat-
egorization methods, and (2) better to be understand than they are
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