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a b s t r a c t

For a variety of applications such as video surveillance and event annotation, the spatial–temporal
boundaries between video objects are required for annotating visual content with high-level semantics.
In this paper, we define spatial–temporal sampling as a unified process of extracting video objects and
computing their spatial–temporal boundaries using a learnt video object model. We first provide a com-
putational approach for learning an optimal key-object codebook sequence from a set of training video
clips to characterize the semantics of the detected video objects. Then, dynamic programming with
the learnt codebook sequence is used to locate the video objects with spatial–temporal boundaries in
a test video clip. To verify the performance of the proposed method, a human action detection and rec-
ognition system is constructed. Experimental results show that the proposed method gives good perfor-
mance on several publicly available datasets in terms of detection accuracy and recognition rate.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

Delineating the spatial–temporal boundaries of video objects in
a video clip is one of the most important problems in computer vi-
sion due to its potential for many vision-based applications, such
as video surveillance, man–machine interfaces, video indexing
and retrieval, recognition of postures, analysis of sports events,
and authoring of video games [1]. Recently, semantic-based video
analysis tended to model a video clip as a graph whose nodes are
high-level video objects performing a specific action individually
[2]. Techniques of graph matching are then applied to annotate
the event type of the input video clip [3]. Detection and classifica-
tion of video objects from video clips help for bridging the seman-
tic gap between high-level features and low-level features.

Conventional video object detection (VOD) algorithms, which
characterize spatially cohesive objects with locally smooth trajec-
tories, use the techniques for tracking or body pose estimation to
extract spatial–temporal tubes from the input video clip [4–6].

However, when applied to real world videos, traditional techniques
of tracking or body pose estimation are generally not reliable due
to object occlusion, distortion and changes in lighting. Instead,
we formulate the tracking process for VOD as a classification prob-
lem because objects across consecutive frames are, in general, spa-
tially and temporally cohesive. Also, by assuming relatively slow
camera motions, the shape and location of objects vary slowly from
frame to frame. Thus, the size of the search space to track an object
across many frames is reduced significantly by exploiting this
coherence. By considering a parameter set in the feasible search
space as a class, the object tracking for VOD is cast into a classifi-
cation framework [7].

The image of an object often consists of several parts arranged
in a deformable configuration [8]. The use of visual patterns of local
patches in shape modeling is related to several ideas, including the
approach of local appearance codebooks [9] and the generalized
Hough transform (GHT) [10] for object detection. At training time,
these methods learn a model of the spatial occurrence distribu-
tions of local patches with respect to object centers. At testing
time, based on the trained object models, the appearances of points
of interest in images or videos are matched against visual code-
books to detect a specific object using the Hough voting frame-
work. The effectiveness of visual pattern grouping by Hough
voting is heavily dependent on the quality of the learnt visual mod-
el, and thus the ability to precisely locate the target objects and
extract typical features from training samples is very important.
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In this paper, we formulate a video object as a sequence of key-
objects, where each is modeled by an effective visual dictionary
[11]. A key-object is defined as the image object inside a key-frame
when we use key-frames to present a video clip [12,13,53]. Given
an activity class, we model the video object that performs the
activity as a sequence of key-object visual dictionaries. At testing
time, the system applies a well-known dynamic programming ap-
proach to detect the target video objects by optimally aligning the
frames of the input video clip with the key-object dictionary se-
quence. More specifically, in this paper, the visual dictionary se-
quence of a class plays the role as an object template and the
template matching approach with dynamic programming is used
to locate the video objects in the video clips. The semantics of
the detected video objects is further verified by a trained class-spe-
cific classifier.

The first challenge of the approach comes from the computa-
tional complexity at worst O(n3) for video objects of n frames,
which leads to the learning algorithm of high time complexity.
Thus, it is crucial to find a more efficient key-object representation
for video objects. Another challenge in key-object representation of
the video object is the computation of temporal boundaries among
key-objects. To tackle the above problems, this paper presents the
following contributions to video object detection and classification.
Firstly, a learning algorithm used to generate a codebook sequence
is proposed to detect and classify video objects from a video clip
simultaneously. The computational issue of the learning approach
is also discussed. Secondly, the use of dynamic programming to-
gether with the learnt key-object codebooks allows the optima
alignment between the frames of a video sequence and the code-
book sequence of a specific object class. Thirdly, based on the align-
ment result, every key-object codebook locates potential objects in
the corresponding frames using the Hough voting. A simple object
correspondence follows to track the detected objects across frames
and locate multiple video objects in the input video. Next, a class-
specific SVM classifier is used to filter the detected video objects
that do not belong to the activity class. Thus, the model-based ob-
ject tracking approach provides the ability to detect multiple video
objects from the input video clip. Finally, the user interaction to
manually delineate the target video object to learn a specific model
sequence is reduced to a minimum. Experimental results show that
the proposed method gives good performance on several publicly
available datasets in terms of detection accuracy and recognition
rate.

The remainder of this paper is organized as follows. Section 2
presents the related work for semantic video object detection and
recognition. Section 3 define the problem of video object detection
by classification and related background knowledge. Section 4 deals
with the computational issues to create the video object model for
an activity class in the learning phase and to detect video objects
with the learnt codebooks in the testing phase. In this section, we
also present the proposed codebook matching algorithm using dy-
namic programming to optimally select proper codebooks for inter-
preting the target objects of frames in a test video sequence. Section
5 describes the experimental tests to illustrate the effectiveness of
the proposed method. Finally, conclusions are drawn in Section 6.

2. Related work

A common element of all previous VOD methods in the
literature is that they estimate the object boundaries to delineate
all objects in video frames by tracking [4,11]. A primary motivation
for the work presented here is to question the benefits of tracking
object boundaries across frames for video-based applications, such
as activity analysis. In practice, the accuracy of any boundary
estimate is limited by a number of systemic factors such as image

resolution, noise, motion skew and the accuracy of the model. For
example, formulating VOD as motion segmentation using optical
flow rests on the assumption of brightness constancy, which is vio-
lated at moving boundaries, resulting in poor estimates of object
contours [14]. For some applications, the object detection at each
frame only needs to be known up to a limited precision, as long
as good shape and trajectories are maintained.

In addition to segmentation, conventional algorithms of VOD
also try to detect and segment the observed motions into semantic
meaningful instances of particular activities from videos [15,16].
To reach this goal, recent approaches consider the detection and
recognition of the video object as an extension of 2D object detec-
tion [8,9] with higher dimensionality. Some well-known ap-
proaches include space–time interest-point detectors [17] and
bag-of-words models [18]. These techniques aim at employing a
combination of local space–time features and global 3D shape fea-
tures to estimate the space–time boundaries of a given video ob-
ject. Two issues which are therefore of particular importance are
dealing with local patch sampling and exploring the rich relation-
ships among spatial–temporal ‘‘words’’ inherited from objects [19].

A video clip often consists of multiple video objects, each per-
forming a certain activity. In most video event retrieval methods,
computing the content differences between video frames is usually
required and is a significant part of overall computation [20]. This
heavy computational issue can be tackled by the following steps:
detecting the video objects from the input video clip; annotating
these objects with correct class labels to transform the video clip
into a high-level graph; and performing graph matching [21] to
compute the semantic difference between video clips [22]. Thus,
video object classification is the key step in high-level video-based
applications. Conventional machine learning techniques are ap-
plied to train state-of-the-art methods using a large, diverse set
of manually annotated images. The typical level of annotation
needed is a bounding-box for each object instance [8,23]. To ensure
the performance of a detector, a large amount of annotated in-
stances is generally needed [24]. Recently, object classification ap-
proaches borrowed from unlabeled or weakly annotated data have
attracted much attention to reduce tedious manual annotation to a
minimum [25–27]. However, training a detector without location
annotation is very difficult and performance is still below fully
supervised methods [28,29].

Another challenge for the investigated methods for video-based
applications is the preservation of logical coherence between ob-
ject detection and recognition. Current machine learning algo-
rithms for video object classification apply the principles of
similarity and classify the detected objects by maximizing the con-
trast between the classes [30]. The learnt object models are often
incapable of reconstructing the modeled objects and therefore can-
not be used to detect objects from video clips. To solve this prob-
lem, recent approaches consider the detection and recognition of
the video objects simultaneously [15,16]. These techniques aim
at employing a combination of local space–time features and glo-
bal 3D shape features to estimate the space–time boundaries of a
given video object. While Yao et al. concluded in [15] that dense
sampling would be superior to sparse sampling based on inter-
est-point detectors [31], they used fixed-size space–time patches
which are not robust to temporal scaling in action detection and
recognition.

Recent approaches for video object detection follow the follow-
ing steps: a target object is initialized by human annotation or with
a preexisting detector in one frame, and then a classifier is trained
online to redetect the object in each frame [32]. A significant lim-
itation to these approaches is that the trained classifier is a video-
specific detector but not a generic class detector. In contrast, Ali
et al. [33] proposed a semi-supervised boosting variant that ex-
ploits temporal consistency of video frames to learn a complex
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