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a b s t r a c t

This paper presents a novel method for speckle noise removal. We propose a nonlocal low-rank regular-
ization (NLR) approach toward exploiting structured sparsity and explore its application into speckle
noise removal. A nonconvex surrogate functions for the rank instead of the convex nuclear norm is pro-
posed. To further improve the computational efficiency of the proposed algorithm, we have developed a
fast implementation using augmented Lagrange multiplier (ALM) method. We experimentally demon-
strate the excellent performance of the technique, in terms of both Peak Signal to Noise Ratio (PSNR)
and Structural Similarity (SSIM).

� 2016 Elsevier Inc. All rights reserved.

1. Introduction

Images generated by coherent imagingmodalities, e.g. synthetic
aperture radar (SAR), ultrasound and laser imaging, inevitably
come with multiplicative noise (also known as speckle), due to
the coherent nature of the scattering phenomena. The speckle
noise seriously interferes with the upper tasks, such as object
recognition [1] and image segmentation [2]. Due to the coherent
nature of the image acquisition process, in the speckle noise mod-
els, the noise field is multiplied by (not added to) the original
image, and it is described by a non-Gaussian probability density
function, with Rayleigh and Gamma being common models [3].
So it is signal independent, non-Gaussian, and spatially dependent.
Hence speckle denoising is a very challenging problem compared
with additive Gaussian noise.

Speckle noise removal methods have been discussed in many
references. Since exploiting a prior knowledge of the original
images (e.g., sparsity) is critical to the success of speckle noise
removal. Popular methods include bilateral filtering for despeck-
ling [4], wavelet based despeckling approaches [5], TV-based vari-
ational approaches [7–11]. The first total variation-based speckle
noise removal model (RLO-model) was presented by Rudin et al.
[7], which used a constrained optimization approach with two
Lagrange multipliers. Aubert and Aujol [8] proposed their speckle

noise removal model (AA model) in the framework of the maxi-
mum a posteriori probability (MAP) estimation. Because of the
non-convexity of AA model the global solution is hard to find. To
resolve this problem, Bioucas-Dias and Figueiredo [10] applied
the MAP estimation method in the log domain and proposed a con-
vex speckle noise removal model (BF model). In addition, Steidl
and Teuber [11] also derived a convex model (ST model), in which
the I-divergence was used as the fidelity term. Indeed, solutions of
variational problems with TV regularization admit many desirable
properties, most notably the appearance of sharp edges. However,
the regularization with TV also has so-called staircasing artifacts in
the smooth image regions. To overcome the drawback, the total
generalized variation (TGV) regularizer [12] also has been investi-
gated in a recent work (TGVSNR model) [13], which incorporated
the TGV penalty into the existing data fidelity term for speckle
removal, and developed two novel variation despeckling models.
TGV-based despeckling method outperforms the traditional TV
methods by reducing the staircasing artifacts. Besides above con-
vex variational approaches for speckle noise removal, Han et al.
[17] applied nonconvex TV regularizer to the speckle noise removal
(NRSNR model), which preserves edges better of restored images
than classical TV regularizer-based methods. It is worth noting that
Chen et al. proposed a FoE method based higher-order Markov
Random Fields (MRF) [27].

Meanwhile, themore advanced denoisingmethods e.g., nonlocal
mean (NLM) [6], block-matching 3D (BM3D) [14] and K-SVD [15]
have been readily extended to SAR despeckling [16,18]. Parrilli
et al. [18] derived a SAR-oriented version of BM3D. It exhibits an
objective performance comparable or superior to other techniques
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on simulated speckled images, and guarantees a very good subjec-
tive quality on real SAR images. As we all know that the nonlocal
property of image patches and sparsity property of natural images
are common. In [19] Dong et al. have shown an intrinsic relation-
ship between simultaneous sparse coding (SSC) [20] and low-rank
approximation. Based on the above considerations, we propose to
regularize speckle noise removal by the method of patch grouping
and low-rank approximation. Specifically, we group a set of similar
image patches to form a data matrix Y for each exemplar image
patch. Since these similar image patches contain similar structures,
the rank of this data matrix Y is low meaning a useful image prior.
Tomore efficiently solve the problem of rankminimization, we pro-
pose to use a nonconvex smooth surrogate function for the rank,
which leads to an iterative singular-value thresholding. Experimen-
tal results on natural images show that our low-rank approach has
the ability to achieve greater speckle noise removal (average PSNR
gain over >1 dB) than recent TGV approach and nonconvex TV
approach, further the performance on real SAR image is compared
with SAR-BM3D [18] approach.

2. Related work and discussion

In this subsection, the major TV-based variational models and
the corresponding algorithms are briefly reviewed.

Let f 2 Rn
þ denote an n-pixel observed image, assumed to be a

sample of a random image F, It is known that f can be assumed
to be the product of the underlying true image intensity z 2 Rn

þ
and the speckle noise g 2 Rn

þ:

f i ¼ zigi for i ¼ 1; . . . ;n ð1Þ
where g is (uncorrelated)multiplicative noise with unit mean,

EðgiÞ ¼ 1, the probability density function of g for the L-look SAR
image is given by the following Gamma distribution [25]:

pðgÞ ¼ 1
CðLÞ L

LgL�1e�Lg ð2Þ

where L is a positive integer, C is the usual Gamma function.

2.1. Major TV-based variational models

The MAP criterion is applied to Eq. (1), Aubert and Aujol [8]
derived a new model (AA-model):

z� ¼ argmin
z

L
XN
i¼1

ðlog zi þ f iz
�1
i Þ þ k

XN
i¼1

jrzij
( )

ð3Þ

where z� denotes the despeckled result, k > 0 denotes the regular-
ization parameter.

From the minimization problem (3), we can observe that the
global solution of the AA model is hard to find because it has a non-
convex fidelity term. To resolve this problem, Authors in [10] take
logarithmic transformation (ui ¼ log zi) to convert Eq. (1) into an
additive form, using the MAP criterion, the restored image of the
BF model can be inferred by solving the following variational
problem:

u� ¼ argmin
u

L
XN
i¼1

ðui þ f ie
�ui Þ þ k

XN
i¼1

jruij
( )

z� ¼ eu
� ð4Þ

3. Problem formulation

In this section, we present a new model of nonlocal low
rank regularization for speckle noise removal. The proposed

regularization model consists of two components: patch grouping
for characterizing self-similarity of images and low-rank approxi-
mation for sparsity restriction. The basic assumption underlying
the proposed approach is that self-similarity is abundant in natural
images. Such assumption implies that a sufficient number of sim-
ilar patches can be found for any exemplar patch of size

ffiffi
s

p � ffiffi
s

p
at position i denoted by xi. For each exemplar patch xi, we perform
a search of k-nearest-neighbor within a local window,

Mi ¼ fijkxi � xijk < Tg ð5Þ
where T is a predefined threshold, and Mi denotes the collection of
positions corresponding to those similar patches. After patch group-
ing, we obtain a data matrix Y i ¼ ½xi0 ; xi1 ; . . . ; xim�1 �, Y i 2 Cs�m for
each exemplar patch xi, where each column of Y i denotes a patch
similar to xi.

Under the assumption that these image patches have similar
structures, the formed data matrix Y i has a low-rank property. In
practice, Y i may be corrupted by some noise, which could lead to
the deviation from the desirable low-rank constraint. One possible
solution is to model the data matrix Y i as: Y i ¼ Xi þW i;Xi and W i

denote the low-rank matrix and the additive noise matrix respec-
tively. Then the low-rank matrix Xi can be recovered by solving the
following optimization problem:

Xi ¼ argmin
Xi

rankðXiÞ; s:t: kY i � Xik2F 6 d2 ð6Þ

where k � k2F denotes the Frobenius norm and d2 denotes the
variance of additive Gaussian noise. However, solving rank-
minimization problem (6) is an NP-hard problem; hence we cannot
solve Eq. (6) directly. Most previous works solve the convex surro-
gate of the rank problem for nuclear norm k � k� instead. In practice,
this constrained minimization problem can be solved in its Lagran-
gian form, namely

Xi ¼ argmin
Xi

kkXik� þ kY i � Xik2F ð7Þ

Eq. (6) is equivalent to Eq. (7) by choosing a proper k.
It has been proved that under certain incoherence assumptions

on the singular values of the matrix, solving the convex nuclear
norm regularized problem leads to a near optimal low-rank solu-
tion [21]. In order to achieve a better approximation of the rank
problem, nonconvex optimization toward rank minimization is
proposed. The rank minimization problem (7) can be approxi-
mately solved by minimizing the following nonconvex function
[22]:

Xi ¼ arg min
Xi2Rs�m

Xs
l¼1

gkðrlðXiÞÞ þ jjY i � Xijj2F ð8Þ

where rlðXiÞ denotes the l-th singular value of Xi. When gk ¼ kx,Ps
l¼1gkðrlðXiÞÞ ¼ k

Ps
l¼1rlðXiÞ ¼ kkXik� .Without loss of generality,

we assume s < m in this work. The nonconvex penalty function
gkðxÞ ¼ k logðjxj þ eÞ satisfies the following assumptions:
gk : R ! Rþ is continuous, concave and monotonically increasing
on ½0;þ1Þ. It is possibly non-smooth.

How to use the patch-based nonconvex low-rank regularization
model for speckle noise removal? The basic idea is to enforce the
nonconvex low rank property over the sets of nonlocal similar
patches for each extracted exemplar patch along with convex fide-
lity term of model (4). With the proposed low-rank regularization
term, we propose the following global objective functional for
speckle noise removal:

û;X̂i

� �
¼ argmin

u;Xi

L
Xn
i¼1

ðuiþ f ie
�ui Þþb

Xn
i¼1

kR̂iu�Xik2F þ
Xn
i¼1

Xs
l¼1

gkðrlðXiÞÞ
( )

ð9Þ
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