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a b s t r a c t

This paper presents a novel framework for detecting abandoned objects by introducing a fully-automatic
GrabCut object segmentation. GrabCut seed initialization is treated as a background (BG) modelling prob-
lem that focuses only on unhanded objects and objects that become immobile. The BG distribution is con-
structed with dual Gaussian mixtures that are comprised of high and low learning rate models. We
propose a primitive BG model-based removed object validation and Haar feature-based cascade classifier
for still-people detection once a candidate for a released object has been detected. Our system can obtain
more robust and accurate results for real environments based on evaluations of realistic scenes from
CAVIAR, PETS2006, CDnet 2014, and our own datasets.

� 2016 Elsevier Inc. All rights reserved.

1. Introduction

Recently, there have been a number of terrorist attacks in public
areas such as railway stations, bus stations, airports, and outdoor
competition venues. Therefore, smart surveillance systems have
become a hot topic within computer vision research. Many meth-
ods have been proposed to detect suspicious objects in crowded
environments. In general, these objects are classified into two main
groups: suspicious moving objects (e.g., a person trying to harm
others, a person behaving abnormally, etc.), and immobile danger-
ous objects (e.g., abandoned luggage, backpack, etc.). In this paper,
we focus on the latter group, which is typically referred to as the
abandoned object (AO) detection system.

Methods that are used to solve the AO problem can be grouped
into two classes: tracking-based approach and detection-based
approach [13]. The tracking-based approach often fails in crowded
scenes due to problems like merging, splitting, entering, corre-
sponding, leaving, and occlusion. In recent years, the detection-
based approach has become more widely used than the tracking-
based approach. For instance, Porikli et al. [16], proposed a pixel-
based method that uses dual foregrounds. Their rationale is that
adjusting the background learning rate can help determine how

long a static item should be regarded as background. Unlike [20]
approaches that mainly utilize Gaussian mixtures, Porikli et al.
used an online Bayesian approach that calculates the probability
distributions of mean and variance. Compared to tracking-based
approaches, which suffer from failures in crowded scenes, their
method can segment the AO more accurately. However, the
method has no specific handling to distinguish whether the
detected static region corresponds to an abandoned or removed
item. Another detection framework, this time designed by Tian
et al. [21], employs abandoned and removed object detection
based on BG subtraction and foreground analysis. Object tracking
is then utilized as an additional task to reduce false alarms. Never-
theless, fragmented static foreground masks are often generated
due to the imperfections in BG modelling. Ferryman et al. [7] inte-
grated several existing methods consisting of person detection,
luggage detection [16], and object tracking to infer whether some-
thing is regarded as a threat or not, while also reducing the number
of false alarms. Their proposed technique, however, combines BG
subtraction and object tracking, which incur a relatively high com-
putational cost.

The detection-based-only approach is prone to noise and mis-
leading results. A common problem in BG modelling methods is
that the shadow and quick-light changes are incorporated during
the detection phase. Inaccurate results are likely when directly
performing connected component processing on an AO mask.
Moreover, in some circumstances, only enabling common shadow
removal can weaken the texture and degrade the details of an
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object. As illustrated in Fig. 1(a) and (b), when overlapping AOs
exist, the connected component fails to get a precise interpretation
of each object. In addition, Fig. 1(c) and (d) shows a failure case
where two adjacent objects are detected together (only the red
box is an AO), because shadow is also included in the region of
interest (ROI). Apart from noise, still-people close to the observed
object and an AO that later is removed by the owner can further
contribute to inaccurate results. To solve the aforementioned
issues that greatly influence the robustness and accuracy of an
AO system, we propose a fully-automatic GrabCut framework that
is specifically designed for AO problems. GrabCut, an MRF-based
segmentation model, has shown a high degree of robustness in
computer vision labelling problems. The Markov random field
(MRF) model [8] is a graphical model that represents a joint prob-
ability distribution. Since a pixel and its adjacent pixel are likely to
have similar probabilities, the joint probability function is built
over the pixels and neighbourhood system. First, we define the
set of GrabCut seed initialization by means of a BG modelling-
based AO detection system. To distinguish an AO from other
objects, the removed object validator and still-people checker are
then utilized. Finally, we propose an extension of temporal coher-
ence to preserve the historical GMM and cost during iterative
energy minimization. By replacing the connected component pro-
cess with fully-automatic GrabCut segmentation, the ROI can be
precisely extracted.

Recently, the CDnet 2014 benchmark dataset [9] has been
widely used to evaluate video-based change detection algorithms.
Instead of only providing test videos, it carefully provides a hand-
annotated foreground, background and shadow area for each
frame. As shown in [10,15,24,25], the authors present the state-
of-the-art and precise comparisons comprised of qualitative and
quantitative measurements.

This paper is organized as follows: Section 2 presents a brief
review of GMM, Section 3 explains the detail of the proposed

algorithm and framework, Section 4 demonstrates our experimen-
tal results and Section 5 summarizes our work.

2. Related work

2.1. Overview of GMM

The Gaussian Mixture Model (GMM) was proposed by Grimson
and Stauffer [20]. The authors presented a pixel-based method to
model each pixel (regarded as background) into a mixture of
Gaussians. The number of Gaussians K is typically set from 3 to
5. In addition, each Gaussian has its own weight to represent the
portion of the data accounted for the corresponding distribution.
The probability that a pixel regards a value z at a certain time Zt

is given as follows [20]:

PðZtÞ ¼
XK
j¼1

xj;t � g Zt ;mj;t;
X
j;t

 !
; ð1Þ

where K is the number of Gaussian distributions, xj;t is the weight
estimation of the jth Gaussian in the mixture at time t, mj;t and

P
j;t

Fig. 1. The illustration of inaccurate detection cases, where dual pure GMM and connected component are used to obtain the ROI (region of interest). The (a)–(b) shows the
case of two overlapped objects detection whereas (c)–(d) is the detection of abandoned box.

Fig. 2. System diagram of the proposed method.
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