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a b s t r a c t

In the paper, we propose a novel structural local sparse representation based residual error consistent
ranking tracker. In our tracker, candidate targets are linearly combined by using the structural local
sparse appearance model. To encourage temporal consistency, a residual error consistency term is
designed to constraint the objective function of sparse representation. Based on the objective function,
the similarity information is extracted from both coefficients and residual errors of sparse coding. For
extracting similarity information from coefficients, the alignment-pooling algorithm is applied to obtain
pooled features. For extracting similarity information from residual errors, we develop a residual error
score. For different natures of residual error scores and pooled features, a ranking mechanism is proposed
to fuse them. The dictionary updating scheme uses the ranking results of the predicted targets to deter-
mine which of them are collected for updating. Our tracker performs favorably against 6 state-of-the-art
trackers on 18 challenging sequences.

� 2016 Elsevier Inc. All rights reserved.

1. Introduction

Visual object tracking technology plays a critical role in numer-
ous application fields, such as visual servo, video surveillance, dri-
ver assistance, and human–computer interaction [1]. Though much
progress has been made in the past decades, it is still a challenging
task due to appearance and illumination changes, occlusions, back-
ground clutters and viewpoint variations.

A visual object tracker usually consists of two components: a
motion model, which describes the states of targets overtime; an
appearance model, which estimates likelihoods of samples belong-
ing to targets.

The motion model is used to forecast target states in successive
frames, such as the Kalman filter [2] and the particle filter [3,4]. In
this paper, we use the particle filter to construct the proposed the
motion model.

The paper focuses on designing a robust appearance model of
the tracker. In order to develop a robust appearance model, two
important aspects need to be taken into consideration.

The first one is concerned with what kind of features should be
used to represent samples. Generally speaking, the sample repre-
sentation scheme can be categorized into two kinds, which are

adopted features and description models, respectively [5]. Adopted
features include color [6], intensity [7,8], texture [9], Haar-like fea-
tures [10], super-pixel based features [11], etc. while the descrip-
tion models contain holistic histogram [8], part-based histogram
[12], etc. For the reasons of tracking efficiency, intensity features
are used in our proposed tracking algorithm.

The second aspect is representation scheme, which can be clas-
sified as either discriminative or generative method.

The generative method aims to find out a candidate target,
which is most similar to target templates. Generative methods
are used in many tracking algorithms. Some of them perform well
in complex scenarios. Black et al. [13] take an off-line subspace
model for representing objects. However, the model is unable to
adapt to appearance changes. Ross et al. [8] design an incremental
learning tracking algorithm, which uses the principal component
analysis method (PCA) for updating templates. The algorithm is
robust to appearance changes. Recently, the sparse representation
theory is widely applied to generative method based trackers. Mei
et al. [7] introduce the sparse representation theory into the object
tracking field. In the particle filter framework, candidate targets are
reconstructed by a template dictionary with the sparsity constraint
of coefficients. However, solving the ‘1-minimization problem is
time consuming. While for accelerating the solving process of ‘1
minimization problem, several approximate solution approaches
are proposed [14–16]. Mei et al. [14] develop a Bounded Particle
Resampling (BPR)-‘1 tracker. The tracker reduces the number of
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particles which need to be sparsely reconstructed. In Ref. [15,16],
researchers use the Accelerated Proximal Gradient approach
(APG) to solve the sparse representation problem. In order to
enhance the performance of sparse representation trackers in com-
plex scenarios, some research works focus on modifying sparse
representation objective functions [17–20]. Wang et al. [17,18]
introduce sparse representation to the principal component analy-
sis method for learning effective appearance models, and develop
an iterative algorithm to solve the objective function. Lan et al.
[19] develop a visual tracking algorithm based on feature-level
fusion using joint sparse representation. The tracker is able to
detect the unreliable features, therefore the performance is
enhanced. Zhang et al. [20] develop a consistent low-rank sparse
learning tracker (CLRST), which uses low-rank representation term,
sparse representation term, temporal consistency term and
reconstruction error term to construct the objective function. As
a reverse thought to conventional sparse representation, Zhuang
et al. [16] construct a dictionary that contains a set of candidates
to represent target templates. A new regularization term, which
indicates the relationship between two candidate features, is
added to the objective function. To exploit both spatial and local
information of the targets, Jia et al. [21] propose a structural local
sparse appearance model based tracking algorithm. This tracking
algorithm exploits a dictionary, which contains patches from tem-
plates, to reconstruct patches from candidate targets. Differing
from other sparse representation tracking schemes, the tracking
algorithm uses coefficients of sparse coding to describe the likeli-
hood of candidate states belonging to target states.

The discriminative method treats tracking as a classification
task. A discriminative model based tracker trains a binary classifier
to discriminate the target and the background. The classifier is
trained by both positive and negative samples which are updated
by observations obtained online. In recent years, many research
works use discriminative methods for object tracking, and obtain
desirable performances. In [10], a multiple instance learning
tracker based on the boosting framework is proposed. A strong
classifier composed by many weak classifiers is employed to detect
targets. Furthermore, the weak classifiers with more discriminative
power are adaptively chosen to compose the strong classifier.
Zhang et al. [22] develop a real-time compressive tracker, which
is trained by both positive and negative samples. As for the effi-
ciency of the tracker, a very sparse measurement matrix is adopted
to extract the features for the appearance model. Kalal et al. [23]
propose a TLD tracker based on the tracking–learning–detection
framework. The TLD tracker combines tracking and detection
together for object tracking, hence it is suitable for long time track-
ing tasks. Many sparse representation trackers apply the discrimi-
native method to improve the robustness in complex scenarios.
Wang et al. [24] exploit real-world images learned off-line for
building a dictionary. A linear classifier is learned online by using
sparse coding coefficients of tracking results to detect the target
and the background. In [25], a linear classifier based on local sparse
representation is learned to discriminate the target and the
background. A two-stage algorithm using both the ground truth
information and observations is applied to alleviate the drift
problem. Bai et al. [26] embed classification results into the sparse
representation objective function. Zhong et al. [27] combine a
sparsity-based discriminative model (SDM) and a sparsity-based
generative model (SGM) together for object tracking.

Motivated by the demonstrated success of [21], we use the
structural local sparse appearance model for object tracking. For
considering the temporal consistency, a residual error consistency
term is used to constrain the sparse representation objective func-
tion. Both coefficients and residual errors of sparse coding are used
to describe the likelihood of candidates belonging to targets. The
likelihood information from coefficients and residual errors is

fused by a novel ranking mechanism. What’s more, the ranking
results are used to select the correct tracking results which are col-
lected for updating the dictionary.

The contributions of the paper are as follows:

(1) Most of the sparse representation based tracking algorithms
use residual errors to measure the similarity of the candi-
dates and the targets set. However, little concerns with the
relationship of residual errors between two consecutive
frames. Different from traditional sparse representation
tracking algorithms, we use a residual error consistency
term to constraint the sparse representation objective func-
tion, which effectively enforces temporal consistency for
visual tracking.

(2) Ref. [21] uses only coefficients of sparse coding to determi-
nate target states, but ignores the similarity information that
hides in the residual errors of sparse coding. For the purpose
of enhancing the detective power of the tracker, we develop
a kind of residual error score that extracts the likelihood
information from residual errors of sparse coding.

(3) Given different natures of coefficients and residual errors of
sparse coding, a new ranking mechanism is designed to fuse
the likelihood information from them. Moreover, the rank-
ing results are applied to select the ’right’ tracking results
for dictionary updating.

The main components of the proposed tracking algorithm are
shown as Fig. 1.

2. Related works

Our proposed tracking algorithm is based on the theory of
sparse representation, which is widely applied in numerous vision
applications[28–30,7,21]. Mei et al. [7], who introduce sparse rep-
resentation into object tracking areas, propose a ‘1 tracker. The ‘1
tracker considers the object tracking task as a linear combination
work. In the particle filter framework, candidates are reconstructed
by atoms of a dictionary with ‘1 minimization and non-negativity
constraints. The dictionary contains target templates as well as
trivial templates which enable the tracker to handle partial occlu-
sions. The candidate, which has the smallest value of residual error,
is considered to be the target. The ‘1 tracker makes a good perfor-
mance. However, solving the ‘1 minimization function is time con-
suming. Yang et al. [29] discuss the relationship of linear
combination functions with ‘1 and ‘2 minimization constraints.
They obtain a conclusion that the linear combination functions
with the ‘1 minimization constraint and ‘2 minimization constraint
obtain similar performance in face recognition tasks. Nevertheless,
solving the ‘2 minimization constraint function is much faster than
solving the ‘1 minimization constraint function. In order to speed
up the tracking algorithm, we apply ‘2 minimization to constrain
the linear combination function.

Another drawback of the ‘1 tracker is that the tracker only con-
siders the holistic representation and does not exploit local infor-
mation of targets. To overcome the drawback, Jia et al. [21]
propose a structural local sparse appearance model, which exploits
both partial and spatial information of targets. In the appearance
model, over-lapped local image patches are sampled. By using an
alignment-pooling method, candidates’ similarity information is
extracted from coefficients of spares coding. Our proposed tracking
algorithm is based on the structural local sparse appearance model,
which bears some similarities with [21]. Different from [21], we
use not only coefficients but also residual errors to measure the
similarity, and propose a novel ranking mechanism to fuse the like-
lihood information from them. For further robustness, a residual
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