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Traditional image steganalysis is conducted with respect to the entire image frame. In this work, we dif-
ferentiate a stego image from its cover image based on steganalysis of decomposed image blocks. After
image decomposition into smaller blocks, we classify image blocks into multiple classes and find a clas-
sifier for each class. Then, steganalysis of the whole image can be obtained by integrating results of all
image blocks via decision fusion. Extensive performance evaluation of block-based image steganalysis

’S@J’W"T‘TS: ) is conducted. For a given test image, there exists a trade-off between the block size and the block number.
S:Ezgz;?;hy We propose to use overlapping blocks to improve the steganalysis performance. Additional performance

improvement can be achieved using different decision fusion schemes and different classifiers. Besides
the block-decomposition framework, we point out that the choice of a proper classifier plays an impor-
tant role in improving detection accuracy, and show that both the logistic classifier and the Fisher linear
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discriminant classifier outperforms the linear Bayes classifier by a significant margin.

© 2013 Elsevier Inc. All rights reserved.

1. Introduction

The goal of image steganography is to embed secret messages in
an image so that no one except the intended recipients can detect
presence of secret messages. It has many applications such as
embedding the copyright information into professional images,
personal information into photographs in smart IDs (identity
cards), and patient information into medical images [1]. Using im-
age steganalysis, one attempts to detect the presence of secret
messages hidden in such images.

With the advance of image steganography, many steganalysis
methods have been developed to deal with new breakthroughs
in image steganography. In the early stage, it is assumed that some
prior information about steganographic algorithms that embeds a
secret message into images is available. This is called targeted steg-
analysis. However, more attention has been paid to a more realistic
situation in recent years. That is, no information about stegano-
graphic algorithms is available. This is known as blind steganalysis,
which attempts to differentiate stego images from cover images
without the knowledge of steganographic embedding algorithms
[2]. Using features extracted from cover and stego images in a
training set, we may design a classifier that separates cover and
stego images in the feature space.

* Corresponding author.
E-mail addresses: seonghoc@usc.edu (S. Cho), bhpaul.cha@samsung.com
(B.-H. Cha), gawecki@usc.edu (M. Gawecki), cckuo@sipi.usc.edu (C.-C. Jay Kuo).

1047-3203/$ - see front matter © 2013 Elsevier Inc. All rights reserved.
http://dx.doi.org/10.1016/j.jvcir.2013.05.007

Most previous work on image steganalysis focused on extract-
ing features from images and used a binary classifier to differenti-
ate stego images from cover images. The research objective was to
find a better feature set to improve the steganalysis performance.
Fridrich [3] proposed the use of DCT features for steganalysis since
inter-block dependency between neighboring blocks is often af-
fected by steganographic algorithms. Shi et al. [4] proposed to
use Markov features since the differences between absolute values
of neighboring DCT coefficients can be modeled as a Markov pro-
cess. This feature set is useful because intra-block correlations
among DCT coefficients within the same block can be affected by
steganographic embedding. Pevny and Fridrich [5] proposed a set
of 274 merged features by combining DCT and Markov features
together.

So far, little attention has been paid to the characteristics of cov-
er images to design content-adaptive classifiers in steganalysis. An
input image typically consists of heterogeneous regions. We may
decompose an image frame into smaller blocks and use each block
as a basic unit for steganalysis. The effect of steganographic
embedding on similar image blocks is known to have a stronger
correlation [6]. As a result, the characteristics of smaller blocks
can be used to design content-adaptive classifiers.

The frame-based steganalysis, which extracts a set of features
from the whole image, was reported in almost all previous work
[3-5]. In contrast, the block-based steganalysis, which extracts fea-
tures from each individual block, was proposed by the authors in
[7]. Based on the block features, a tree-structured vector quantiza-
tion (TSVQ) scheme can be adopted to classify blocks into multiple
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classes. For each class, a specific classifier can be trained using
block features, which represent the characteristics of the block
class. For a given test image, instead of making a single decision
for the entire image, we repeat the block decomposition process
and choose a classifier to make a cover/stego decision for each
block depending on block features. Finally, a decision fusion tech-
nique can be used to fuse steganalysis results of all blocks so that
one can decide whether an unknown image is a cover or stego
image.

The rest of this paper is organized as follows. Related previous
work is reviewed in Section 2. The proposed block-based image
steganalysis system is presented in Section 3. Analysis of the per-
formance of block-based image steganalysis by considering the ef-
fects of block sizes, block numbers and the block overlapping
design is conducted in Section 4. Fusion of multiple block decisions
into one final decision for a test image is examined in Sec. 5. Exten-
sive experimental results are shown for thorough performance
evaluation in Section 6. Finally, concluding remarks and future re-
search directions are provided in Sec. 7.

2. Review of previous work

Previous research in blind steganalysis has focused on extract-
ing features from the whole image [3-5]. The number of features
was increased to achieve better steganalysis performance in recent
years. Chen et al. [8] proposed a set of updated Markov features
(486 features in total) by considering both intra-block and inter-
block correlations among DCT coefficients of JPEG images. Kodov-
sky et al. [9] examined a set of updated merged features (548 fea-
tures in total) using the concept of Cartesian calibration. Pevny
et al. [10] used higher order Markov models to capture the differ-
ences between neighboring pixels in the spatial domain and devel-
oped a subtractive pixel adjacency model feature set (686 features
in total). This feature set is also known to be effective with the LSB
matching algorithm. Note that LSB matching is similar to LSB
replacement, but it differs in that LSB matching changes LSBs only
when the LSB of the next pixel from the cover image is different
from the next bit of the secret message. In general, the steganalysis
of LSB matching is known to be much more challenging compared
to that of LSB replacement. More recently, Kodovsky et al. [11]
introduced the cross-domain feature set (1234 features in total),
which considers features from the spatial domain and the DCT do-
main at the same time. This feature set is known to be effective for
steganalysis of the YASS algorithm [12], which embeds secret mes-
sages into randomized locations to make the calibration process
ineffective.

Many steganographic embedding algorithms are block-based;
namely, embedding the secret message into each 8 x 8 DCT block
separately. Yang et al. [13] performed an information-theoretic
steganalysis on the block-structured stego image. They provided
an approximation of the relative entropy between probability dis-
tributions of the cover and the stego images. The relative entropy
increases linearly with N/K — 1, where N,K represent the total
number of samples (pixels) and the block size, respectively. A lar-
ger relative entropy means a higher detection probability of the
stego image. Although Yang et al. [13] studied block-structured
stego images, their work is still a frame-based approach from our
viewpoint since only one set of features is extracted from an image.

The block-based image steganalysis was first introduced in [7],
which extracted features from smaller blocks for image steganaly-
sis. While the frame-based approach extracts a set of features from
the whole image, the block-based approach takes advantage of the
rich information of images by extracting a set of features from each
individual image block. The characteristics of smaller image blocks
were also exploited in [7] to design a content-adaptive classifier for

steganalysis. It was shown by experimental results that the perfor-
mance of blind steganalysis with merged features is significantly
improved using the block-based approach. In this work, we will re-
view results in [7] and add more discussion.

3. Block-based image steganalysis
3.1. System overview

The block-diagram of a block-based image steganalysis system
is shown in Fig. 1. It consists of the training process and the testing
process, which will be detailed in the following two subsections,
respectively.

e The training process. The system decomposes an image into
smaller blocks and treats each block as a basic unit for steganal-
ysis. A set of features is extracted from each individual image
block and a tree-structured hierarchical clustering technique
is used to classify blocks into multiple classes based on
extracted features. For each class of blocks, a specific classifier
can be trained using extracted features which represent the
characteristics of that block class. Note that if the number of
training blocks is too large, a statistical sampling method can
be used to reduce the number of training blocks.

The testing process. The system performs the same block
decomposition and feature extraction tasks on the test image.
Then, it classifies each image block into one specific block class,
and uses its associated classifier to make a decision whether the
underlying block is a cover/stego block. Finally, there is a deci-
sion fusion step that integrates the decisions of multiple blocks
into a single decision for the test image is conducted.

For block-based image steganalysis in [7,14], the merged fea-
ture set as proposed in [5] was extracted from image blocks, ran-
dom sampling was adopted as the statistical sampling method in
the training process, and the majority voting rule was used to fuse
decision results from all the image blocks. For the classification
task, a binary classifier was proposed in [7] and a multi-classifier
was considered in [14]. It was shown by experimental results in
[7,14] that the block-based approach offers better blind steganaly-
sis performance than the frame-based approach.

There are two main advantages with the block-based steganal-
ysis. First, it can offer better steganalysis performance without
increasing the number of features. It provides a methodology to
complement traditional frame-based steganalysis research that
has focused on the search for more effective features. Second, the
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Fig. 1. The block-based image steganalysis system.
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