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a b s t r a c t

Multi-dimensional rate control schemes have been recently utilized to adapt video streams to dynamic
network conditions and heterogeneous devices. However, current multi-dimensional rate control meth-
ods, which estimate the model coefficients using fixed update duration, usually yield inaccurate param-
eters for dynamically changing video content. To address this problem, a content-adaptive parameters
estimation scheme is proposed for multi-dimensional rate control. Firstly, we propose to estimate the
parameters using dynamical update duration based on video content and the update duration of the
model coefficients is determined by jointly considering the varying picture complexity and feedback
information from the actual encoding results, which can improve the model parameter estimation accu-
racy. Secondly, a coarse-to-fine initial parameter calculation method is proposed to refine the initial
frame rate according to the channel condition and the video sequence characteristics. Extensive experi-
mental results show that the proposed solutions outperform the state-of-the-art schemes, especially for
video sequences with high temporal and spatial complexity. Furthermore, our algorithm also slightly
reduces the computational complexity as compared to related algorithms.

� 2015 Elsevier Inc. All rights reserved.

1. Introduction

1.1. Multi-dimensional rate control

The video streaming market is growing rapidly in recent years,
partly because of the emergence and popularity of more and more
heterogeneous devises and services. Therefore, service providers
have to fit the video stream to variable bandwidth communication
channels. Rate control plays a critical role in video coding and trans-
mission. In conventional rate control schemes [1–6], only the quan-
tization parameter (QP) is considered, wherein an increasing QP
leads to a decrease in bit rate and an increase in quantization errors.

As the bandwidth of dynamic network conditions and heteroge-
neous devices are quite limited and change violently, conventional
rate control schemes are no longer suit for these applications. Take
the extremely low bitrate applications as an example, adjusting

only the QP still cannot achieve the target bitrate. On the other
hand, research has shown that frame skipping or image resizing
might help in these scenarios [7].

Recently, several new algorithms related to multi-dimensional
rate control scheme have been proposed. Multi-dimensional rate
control schemes, which adjust not only the quantization parameter
as in conventional rate control schemes, but also the frame rate or
frame size, can better adapt to large-range dynamically changing
networks conditions.

At sender, a pre-processor is applied to determine the optimal
frame rate (FR), frame size (FS) or quantization parameters (QP),
so as to get the best video quality under given total bit rate budget.
It usually takes the sub-sampling method to get best frame size,
and frame skipping to get the best frame rate. At the receiver
end, the lower resolution sequences are converted into higher
resolution through up-sampling (using the 6-tap half-sample
interpolation filter) and frame repeating [7,8].

1.2. Related works

In this section, the state-of-the-art multi-dimensional rate
control schemes are briefly reviewed.

To evaluate video quality, a proper assessment metric is
necessary [9,10]. PSNR, SSIM and SAE [11] do not adequately reflect
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perceived video quality when changes in spatial resolution and
frame rate are involved, and are therefore not adequate for assess-
ing quality in a multi-dimensional rate control scheme. Several
studies have investigated the impact of frame rate on perceptual
video quality [12–15]. Feghali et al. proposed the Quality Metric
(QM) [16] to assess the video quality which is formulized as a func-
tion of frame rate and PSNR, the average PSNR of each skipped
frame reconstructed by repeating the previous frame. QM has been
proved to be consistent with the subject quality and used to assess
video quality in numerous studies [17,18]. Regarding to up and
down conversions of frame rate, sophisticate interpolation meth-
ods instead of simple repeating were proposed in the literature
[19–21]. Chien et al. [22] proposed an applicable quality evaluation
model which gives a parameter prediction method using scene
change detection. However, this algorithm estimates the model
coefficients by using fixed update duration, which means the
update duration for coding parameters is fixed without fully
considering the dynamically changing video content.

Two perceptual models were proposed in [23] to map FR and FS
into quality. These models consider additional video content
parameters such as spatial and temporal activity to improve the
performance in terms of correlation to the subjective quality. But
it doesn’t consider how to adjust FR or FS in such a way that the
overall quality is maximized, under given bandwidth.

All the methods mentioned above give a quality assessment
model only, without discussion of the relationship between the
rate and optimal rate-control parameters. How to use the quality
model, together with a rate model, to determine the optimal frame
rate and frame size under a target bit rate is still a critical problem
in multi-dimensional rate control.

Some recent work [24–30] has investigated a subset of this
problem, where only FR and QP are considered (with fixed FS),
based on quality and rate models as functions of FR and QP. The
rate and quality models are analytically tractable, each requiring
only few content-dependent parameters. Both models fit the mea-
sured data very accurately, with high Pearson Correlation (PC) and
small root mean square error (RMSE). However, these works esti-
mate the rate and quality model coefficients using fixed update
duration [26]. It usually collects the video characteristics during
video encoding for each processing time unit (fixed update dura-
tion, like 25 frame). In reality, however, video content changes over
the time and is not stationary and quality model coefficients
derived using fixed update duration would cause sub-optimal cod-
ing parameters thus degraded video quality, especially for high
spatial–temporal complexity video sequences. Another important
factor influencing the multi-dimensional rate control performance,
i.e. how to determine the initial frame rate, is not well addressed.
Some prior works have explored the problem of initial QP selection
[31–33]. To the best of our knowledge, no comparable works about
initial FR calculation have ever been proposed. Traditionally, the
initial FR is determined only depending on the bit rate constraint
as Chien does [22]. Although this initialization scheme is simple,
yet it is not accurate enough. A better initialization scheme should
not only depend on bit rate constraint, but also on the content of
the video content characteristics.

1.3. Contribution of this paper

The contribution of this paper is two folds. First, to improve the
parameter estimation accuracy of the multi-dimensional rate
control model, we propose a content-adaptive model coefficients
estimation scheme. We investigate the problem of related work
in [22–30]. In contrast with fixed update duration therein, we
estimated dynamically the model coefficients according to the
time-varying video content, which improves the model coefficients
estimation accuracy, thus the video quality. Second, we focus on

how to determine the initial parameters of the video coding, and
propose a coarse-to-fine initial frame rate calculation method,
which can significantly reduce the video quality fluctuation com-
monly incurred in existing schemes [22,26]. Experimental results
demonstrate that our proposed algorithms can adapt to the video
content changes very well. We believe such a study brings us a
new knowledge into the topic of multi-dimensional rate control.

The rest of the paper is organized as follows. Some observations
and motivations supporting our proposed algorithm are provided
in Section 2. Section 3 describes the proposed content-adaptive
model coefficients estimation scheme and the coarse-to-fine initial
frame rate calculation method, respectively. Experiment results are
presented in Section 4, and Section 5 concludes the paper.

2. Observations and motivations

Some observations and motivations related to our proposed
approach are discussed in detail as follows.

2.1. Parameters estimation

Quality-Rate models are commonly used in rate control to
represent the mathematical relationship between the required bits
R, the temporal resolution (frame rate, FR) and quantization
parameter (QP) in multi-dimensional rate control. One of such
models is the well-known Quality-Rate-Temporal resolution and
Quantization (Q-R-TQ) model proposed by Wang et al. in [24],
which use the pair of ðq; f Þ to design an encoded video stream with
quantization q and frame rate f . Given a video stream at the full
rate Rmax and best quality Qmax corresponding to a minimum QP
qmin and a maximum FR fmax, where Qmax is normalized to 1, the
quality and bitrate for a sub stream with q P qmin and f 6 fmax

can be modeled as [24]:

Qðq; f Þ ¼ Qmax
e�c q

qmin

e�c

1� e�d f
fmax

1� e�d
ð1Þ

Rðq; f Þ ¼ Rmax
q

qmin

� ��a f
fmax

� �b

ð2Þ

where a, b, c, d are four model coefficients, which can be estimated
from features abstracted from the original video. f and q denote the
optimal frame rate and optimal quantization parameter, respec-
tively. The Q-R-TQ model is usually employed to achieve optimal
assignment of the frame rate and quantization parameter based
on the given bit-allocation.

To prevent from being confusing and misleading, we emphasize
that f and q refer to coding parameters which need to be decided
according to the video content, while a, b, c and d represent the
model coefficients in the model shown as in Eqs. (1) and (2).

In Q-R-TQ model, the four model coefficients, i.e. a, b, c and d
can be obtained through the prediction model P = HF, where F rep-
resents the content features, P denotes the model coefficients set
{a, b, c, d}, and H contains only rows corresponding to the quality
model coefficients, which need to be pre-designed for different
coding structures. In this procedure, three features,
dFD; uMVM; gðlMVM; lMDAÞ can accurately predict the four quality
model coefficients, where FD is frame difference, MVM is Motion
vector magnitude and MDA is motion direction activity,
gðlMVM; lMDAÞ ¼ lMVM=lMDA where lMVM represents the average
value of MVM, lMDA represents the average value of MDA,
gðlMVM; lMDAÞ represents the ratio between two values. dFD can
be obtained from the original video while uMVM and
gðlMVM; lMDAÞ must be obtained after coding. Q-R-TQ algorithm
estimates the model coefficients using fixed update duration
[26]. In reality, video content may change over the time and is
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