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ABSTRACT

Hierarchical image coding usually codes a down-sampled version of an original image and then the dif-
ference between the original image and a reconstructed version that is interpolated from the down-sam-
pled layer. In this paper, we demonstrate, for the first time, that when the bit-rate used to code the
residual layer falls into a critical region (which covers almost all typical bit-rates used in practice), it often
happens that all pixels in the down-sampled layer would be deteriorated if the corresponding coded
residuals are added into them. To avoid this problem, we first propose a “naive” solution: no coded resid-
uals will be added back into the down-sampled layer; whereas coded residuals will be added only into
the interpolated pixels. Then, we propose to apply a constrained quantization technique during the cod-
ing of the residual layer so that all residual pixels at the interpolated positions will end up with an
improved quality. To verify its effectiveness, we conduct extensive tests to show that the gap between
the hierarchical coding scheme and its single-level counterpart (which is typically around 2-3 dB in

the 2-level hierarchy) will be filled up by a rather big percentage.

© 2012 Elsevier Inc. All rights reserved.

1. Introduction

With the widespread deployment of various high-speed net-
working technologies, people can now enjoy numerous multime-
dia services. Under the multimedia umbrella, image and video
signals are obviously the main trunk, thanks to their incompetent
capability of offering pleasant interpretations to human eyes. In
many practical applications, an image or video signal is always
compressed and stored at a central server. From the server to its
end-users, however, the paradigm is very heterogeneous in two as-
pects: (1) the transmission channel to each end-user is quite differ-
ent one from the others and this channel is also time-varying and
(2) end-users are always using different devices to receive the
service.

To accommodate this heterogeneity, an image or video data can
be compressed into the so-called hierarchical format or a more
sophisticated one - the scalable format. The original idea of hierar-
chical coding came from the so-called Gaussian-Laplacian pyra-
mids by Burt and Adelson [1]. It had since then been modified
into different versions via different decompositions or by applying
a lossy coding on the residual layers [2-7], and was finally formal-
ized in 1993 in the JPEG image coding standard as the hierarchical
encoding mode [8]. Afterwards, the research interest on the hierar-
chical image coding was shifted to approaches that are based on
the wavelet decomposition or filter banks. Several elegant
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algorithms have been developed to this end, e.g., Shapiro’s EZW
(embedded zerotrees of wavelets) [9], Said and Pearlman’s SPIHT
(set partitioning into hierarchical trees) [10], along with many
others [11-16]. More recently, hierarchical/multiresolution image
coding based on some advanced decomposition techniques (such
as curvelets, contourlets, and directional wavelets) has also been
developed [17-20]. Meanwhile, many scalable image and video
coding techniques have been developed, e.g., EBCOT (embedded
block coding with optimized truncation) for image coding [21],
FGS (fine granularity scalable) [22] and PFGS (progressive fine
granularity scalable) [23] for video coding, SVC (scalable video cod-
ing) adopted in H.264/AVC [24], etc. This present work focuses on
the hierarchical coding of image signals.

Although many wavelet or filter-bank algorithms provide a
very fine scalability to fit the varying channel bandwidth and
the spatial resolution of the user’s end-device, it usually takes
time to select the bits that are necessary to decode a specified
hierarchical layer (with a fixed spatial resolution). For instance,
in the SPIHT algorithm (and many other wavelet-based algo-
rithms), bits are organized into individual hierarchical trees (or
coded blocks), while each tree only represents one portion of
the whole image in different resolutions. Therefore, the server
needs to visit the first tree-set, select the necessary bits from it,
jump out and go to the second tree-set, etc., and continue over
all tree-sets. This visit-and-break fashion of selecting bits not only
is time-consuming, but also makes it unrealistic to pre-packetize
the bits in each tree. On the contrary, the hierarchy-based
schemes are much simpler. This is because all bits representing
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each layer in the hierarchical structure are put into an indepen-
dent set. Thus, one just needs to send the whole set if a layer is
needed, without any break during the process of pumping bits
into the buffer (to be transmitted). As evidence, H.264’s SVC has
adopted the hierarchical idea to implement its spatial scalability
[24].

In this paper, we take a revisit to the hierarchical image coding
scheme. Because of the hierarchical feature, it is known that a mul-
ti-layer hierarchical coding always yields a performance lower
than that of the single-level (i.e., non-hierarchical or baseline) cod-
ing. For instance, a gap of 2-3 dB exists typically in the two-level
hierarchy. This is pretty much the same as the gap between the
FGS video coding and its non-scalable counterpart [22,23]. Our
study in the present work shows that the contributing factor to this
performance drop is two folded: (1) reduced efficiency in the cod-
ing of both the base-layer and residual signals in a hierarchical
scheme and (2) adding the “badly” coded residuals into the
upper-layer pixels that are already coded with a “good” quality.
The first error-source is intrinsic and thus unavoidable: (1) the in-
ter-pixel correlation in the base layer decreases so that the resulted
coding efficiency is reduced and (2) a residual signal becomes
harder to encode. However, our study will illustrate that the sec-
ond error-source can be avoided by allowing the coded residuals
to be added back into the interpolated pixels only. This result
seems rather straightforward. Nevertheless, we believe that it is
the first time, to our best knowledge, to discover this interesting
and useful phenomenon. Based on this observation, we then pro-
pose to apply an advanced quantization technique so as to further
improve the quality of those interpolated pixels. As a result, it will
be found that the aforementioned performance gap can be filled up
by a rather significant percentage (e.g., 30-60% in many practical
coding scenarios).

The rest of this paper is organized as follows. In Section 2, we
first review briefly the hierarchical encoding mode formalized in
JPEG. Then, we focus on the performance gap between it and its
non-hierarchical counterpart (called the baseline encoding mode
in JPEG). In this aspect, we demonstrate that there exists a critical
region for each image such that a part of the performance gap is
avoidable and this region includes most typical bit-rates used in
practice. In Section 3, we provide a “naive” solution to fill up the
performance gap and demonstrate its effectiveness by experimen-
tal tests on practical image data. In Section 4, we first introduce the
constrained quantization technique we developed recently in [25]
and then illustrate how it can be used here to fill up the gap more
efficiently and test its effectiveness. In Section 5, we modify the
constrained quantization algorithm to control the resulted bit-rate
tightly so as to achieve a further improved R-D performance. Some
experimental results for the multi-layer hierarchy (more than 2
layers) are provided in Section 6, and, finally, some conclusions
are drawn in Section 7.

2. Hierarchy-based multi-layered image coding

Referring to Fig. 1 which shows the K-layer hierarchical image
coding, let's use Xi(n,m) and X(n,m), k=0,..,K—1, to denote
the source image and the coded/decoded image at layer Ly, respec-
tively; while k = 0 indicates the bottom layer (of the highest reso-
lution). The up-sampled and interpolated image from the decoded
one at layer Ly is denoted as Int {X,(n,m)} = X|_, (n,m), and the dif-
ference between it and the source image is defined as the residual
signal Ry(n,m)=X,(n,m) — X,(n,m) - which is then encoded/de-
coded as Ry(n,m). Some analysis will first be performed in the fol-
lowing for the case K=2, from which we will identify a critical
problem that was ignored all the time in the past. Then, we will
characterize this problem more precisely and validate it in the real

image coding scenario. Finally, we will discuss the extension to the
case K> 2.

2.1. The potential problem

Set K =2 in this part as well as the next two parts. Let’s denote
the support domain of image Xo(n,m) as > ={(n,m),n=0,.. ,N -1,
m=0,...,M—1}. The 2 x 2 sub-sampled set of X is denoted as
Ys={(n,m),n=0,..,N2 -1, m=0,...,M/2 — 1}, which represents
the support domain for the down-sized image Xj;(n,m). Let
> =TTuIIl*, where IT={(2i,2j), i=0,..,Nj2-1,j=0,.. ,M2 — 1}
and I is the complementary set. Let’s assume (temporarily) that
no pre-filtering is used in the 2 x 2 down-sampling process.
According to Fig. 1, X;(n,m) is coded/decoded as X;(n,m), and
Xi(n,m) is then interpolated to produce Xp(n,m). Clearly,
Xi(n,m) = X;(n/2,m/2), V(n,m)eIl (interpolation does not
change these pixels); whereas other pixels X,(n,m), (n,m) ¢ IT*,
represent the interpolated pixels. Similarly, we can partition the
pixels of Xo(n, m) into two sets according to IT and II. Now, we
start our analysis to illustrate that a quality deterioration would
possibly happen to X,(n,m), (n,m) € I, in a very generic scenario
where a typical bit-rate is employed at each layer.

To facilitate a quick understanding of this potential problem,
let’s first consider three extremes (as the special cases).

_ Case 1: Layer Ly is coded losslessly. In this case, we have
Ro(n,m) = Ry(n,m), V(n,m)e X. Then, it is easy to understand
that, no matter how layer L, is coded, it always helps improve
the quality to add Ro(n,m) back into X;(n,m); and in fact doing
this yields an overall lossless coding: Xo(n,m)=Xy(n,m),
Vv(n,m)e .

_ Case 2: Layer Lo is not coded at all. In this case, we have
Ro(n,m)=0, V(n,m) e X. Therefore, layer L, alone will provide
the ultimate quality.

Case 3: Layer L, is coded losslessly. In this case, we have
Xo(n,m)(n,m) = Xo(n,m) and thus Ro(n,m) =0, V(n,m) € I1. After a
lossy coding at layer Lo, however, it is very likely to happen that
Ro(n,m) # 0 for many or even most (n,m) € X. Thus, any position
(n,m) € II s.t. Ro(n,m) # 0 will surely experience a quality drop if
Ro(n,m) is added back into Xj(n, m).

In reality, Case 1 would rarely occur (too costing), whereas Case
2 destroys the hierarchical feature completely. On the other hand,
Case 3 will usually not occur either in practice. Nevertheless, it of-
ten happens that the upper layer is coded with a good quality
while the residual layer is coded with a lower quality. In such a
case, the quality on pixels Xo(n,m), ¥(n,m) € I1, may get decreased
if Ro(n,m) is added back into Xj(n, m).

2.2. Characterization of coding errors

To reflect the reality, we assume from now on that a low-pass
filtering is always applied before a 2 x 2 down-sampling in the
hierarchical structure. At layer L,, the coding happens on X;(n,m)
directly, leading to the coding error ;(n,m)=X;(n,m) — X;(n,m),
(n,m) € 2s. However, because Xi(n,m)# Xo(2n,2m) (due to the
low-pass filtering), a small adjustment is needed when one calcu-
late the error between the reconstructed X;(n,m) and its ground-
truth value Xo(2n,2m): (n,m) < ¢(n,m)+ o. On the other hand,
the coding at layer Ly is not performed on Xgy(n,m), but Ro(n,m)
instead. Let’s assume that the coding error at layer Lo is
ARy (n,m) = Ro(n,m)— Ro(n,m). After the error-compensation at
the decoder side, one can get

Xo(n,m) = Xy(n,m) + ﬁo(n, m)
= Xgy(n,m) + Ro(n,m) 4+ ARy (n, m) M

so that the reconstructed error at this layer is
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