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a b s t r a c t

Image interpolation is to convert a low-resolution (LR) image into a high-resolution (HR) image through
mathematical modeling. An accurate model usually leads to a better reconstruction quality, and the
autoregressive (AR) model is a widely adopted model for image interpolation. Although a large amount
of works have been done on AR models for image interpolation, there are plenty of rooms for improve-
ments. In this work, we propose a robust and precise k-nearest neighbors (k-NN) searching scheme to
form an accurate AR model of the local statistic. We make use of both LR and HR information obtained
from a large amount of training data, in order to form a coherent soft-decision estimation of both AR
parameters and high-resolution pixels. Experimental results show that the proposed learning-based AR
interpolation algorithm has a very competitive performance compared with the state-of-the-art image
interpolation algorithms in terms of PSNR and SSIM values.

� 2015 Elsevier Inc. All rights reserved.

1. Introduction

IMAGE interpolation is a classic problem in various image pro-
cessing applications [1–14]. This work proposes to use the autore-
gressive (AR) model, which has been widely adopted in the
literature [4–13]. However, in previous approaches AR parameters
were learnt online from the same input low-resolution (LR) image
[4–12] or were pre-computed from a training data set through an
offline process [13]. On the contrary, the proposed AR parameter
estimation is done online in a much more precise way by searching
the k-nearest neighbors (k-NNs) from a pre-stored training set,
whereas the adaptive k-NN criterion [14] is adopted to adaptively
select the number of k-NNs according to the amount of relevant
training data, which can make the k-NN searching scheme robust
to insufficient matches (outliers) and preserve the details of rele-
vant matches. Using the LR and HR information from k-NNs, a
coherent soft-decision process [5] is applied to estimate both AR
parameters and high-resolution pixels. To our best knowledge,
the proposed algorithm is the first to make use of the precise
k-NN searching to form a coherent soft-decision estimation of both
AR model parameters and HR pixels during the online estimation
in the image processing tasks in the literature.

The rest discussions of the paper are as follows: Section 2 gives
the background of the AR-based image interpolation [4–9],
Section 3 explains the overall scheme, including the precise and
robust k-NN searching, the coherent soft-decision estimation and
the refinement process, Section 4 shows our experimental results
and Section 5 concludes the paper.

2. Background

Let us briefly review the concept of image interpolation using
local autoregressive models [4–9] and soft-decision estimations
[5,6,8]. Fig. 1 shows a local region of a high-resolution (HR) image
to be interpolated. Let us define the low-resolution (LR) patch as
XS = {xi|i 2 S} and the HR patch as YS = {yi|i 2 S}, where S is the com-
mon support of both patches. Let us denote the diagonal neighbors
of LR pixels as {yi(t)|i(t) 2 S} and the diagonal neighbors of HR pixels
as {xi(t)|i(t) 2 S}, as indicated by green arrows in Fig. 1. Any LR and
HR pixel and its diagonal neighbors are related by the common
model parameters, {A(t)},

xi �
X

t

AðtÞyiðtÞ ð1Þ

yi �
X

t

AðtÞxiðtÞ ð2Þ

where {yi(t)} are diagonal neighbors of xi and {xi(t)} are diagonal
neighbors of yi, and t is the index of the model. ‘‘Geometric duality’’
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property [4] shows that the edge statistics modeled by the AR sys-
tem (1) and (2) are generally scale-invariant. Thus, the diagonal
neighbors of LR pixel, {xi(t)}, can be replaced by nearest LR neigh-
bors, {xi(t)|i(t) 2 S}, as indicated by purple arrows in Fig. 1,

xi �
X

t

AðtÞxiðtÞ ð3Þ

where {xi(t)} are approximated diagonal neighbors of xi. Using a
number of approximating samples, the weighted least squares
(WLS) can be applied to estimate the AR model parameters [6–9],

fÂðtÞg ¼ arg min
fAðtÞg

X
i;iðtÞ2S

Wi xi �
X

t

AðtÞxiðtÞ

 !2

ð4Þ

where W = {Wi} are weights of the residuals, which can be modeled

by an exponential form [6–9], such as Wi ¼ expð�E½xi � ŷi�2Þ, where
exp(.) is the exponential function and ŷi is an approximated value of
the HR pixel using simple interpolation.

By substituting the estimated model parameters into (2), the HR
pixel can be interpolated by yi � RtA(t)xi(t). Instead, the AR models
in (1) and (2) can combine together to form an unified
soft-decision optimization [5]

fŷig ¼ arg min
fyig

X
i;iðtÞ2S

yi �
X

t

AðtÞxiðtÞ

 !2

þ
X

i;iðtÞ2S

xi �
X

t

AðtÞyiðtÞ

 !2
8<
:

9=
;
ð5Þ

Eq. (5) simultaneously solves for all HR pixels, in order to constrain
the statistical consistency within a local region.

3. Proposed learning-based AR model parameter estimation

3.1. Overview of the proposed algorithm

In this paper, a learning-based scheme for estimating the AR
model parameters using a precise k-NN searching and a coherent
soft-decision estimation is proposed. The proposed approach esti-
mates the AR model parameters by searching the k-nearest LR–
HR training pairs from a pre-stored training set formed by 25 stan-
dard images, where the training set was clustered into 32 subsets
by k-means clustering to speed up the searching time. Both LR and
HR information from the k-nearest training pairs are used in the
proposed approach. This is essentially different from previous AR
model parameters estimation approaches which rely on the infor-
mation from the same LR input image [4–12] or a pre-computed
set of AR parameters [13].

Fig. 2 shows an overview of the proposed algorithm.

Algorithm 1: Learning-based image AR interpolation scheme

Input: LR patches {XS}, training data Xn
S

� �
and Yn

S

� �
Output: Estimated HR patches {YS}
(1) Initialization: For each XS

(a) Use normalized correlation coefficient NCC XS;X
n
S

� �
to

find the k-NNs, Xn
S

� �k
n¼1 and Yn

S

� �k
n¼1, by (6) and (7).

(b) Use the k-NNs to find the AR model parameters, {A(t)},
by (10).

(c) Use AR model parameters to estimate the HR patch, YS,
by (5).

(2) Refinement: For each ZS ¼ fXS [ fYSgg
Repeat 1(a)–(c) using normalized correlation coefficient
NCC ZS; Z

n
S

� �
to find the k-NNs, by (13) and (14).

3.2. Precise search for k-nearest LR–HR training pairs

Let us denote the training data set for the LR patch XS as
Xn

S ¼ xn
i ji 2 S

� �� �
and the training data set for the HR patch YS as

Yn
S ¼ yn

i ji 2 S
� �� �

, where n is the patch index. Let us also illustrate
the process for interpolating the HR patch YS = {yi|i 2 S} in Fig. 1
during the online estimation. Initially, the input LR patch XS is used
to determine which subset to be used by measuring the Euclidean
distance with all centroids of subsets.

The normalized correlation coefficient (NCC) [15] is then
adopted as the searching criterion because it is a second-order
statistics measurement, which is scale invariant and robust to
small noises [15]. To search for the k-nearest LR–HR training pairs,
the NCC of the LR patch XS and all LR patches in the training set

Xn
S

� �
are measured,

NCC XS;X
n
S

� �
¼
X
i2S

ðxi �MeanðXSÞÞ xn
i �Mean Xn

S

� �� �
=rXrn

X for 8n

ð6Þ

where Mean(.) is the mean operation, and rX and rn
X are standard

derivations of patch XS and patch Xn
S respectively. The measured

NCC values are then sorted in a descending order, such that

NCC XS;X
n
S

� �
P NCC XS;X

nþ1
S

� �
for "n. Then, k-nearest LR training

patches Xn
S

� �k
n¼1 which have the k-largest NCC values are chosen

by the adaptive k criterion [14],

k̂ ¼ arg min
k

k s:t:
X

n¼½1;k�
NCC XS;X

n
S

� �
> T1 ð7Þ

where T1 is a threshold to control the number of k-nearest neigh-
bors depending on the sum of largest correlations of training neigh-

bors. Specifically, the largest NCC value, NCC XS;X
1
S

� �
, is summed

Fig. 1. Examples of LR pixels and HR pixels and corresponding AR models.
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