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a b s t r a c t

The single sample per person (SSPP) problem is of great importance for real-world face recognition sys-
tems. In SSPP scenario, there is always a large gap between a normal sample enrolled in the gallery set
and the non-ideal probe sample. It is a crucial step for face recognition with SSPP to bridge the gap
between the ideal and non-ideal samples. For this purpose, we propose a Variational Feature
Representation-based Classification (VFRC) method, which employs the linear regression model to fit
the variational information of a non-ideal probe sample with respect to an ideal gallery sample. Thus,
a corresponding normal feature, which reserve the identity information of the probe sample, is obtained.
A combination of the normal feature and the probe sample is used, which makes VFRC method more
robust and effective for SSPP scenario. The experimental results show that VFRC method possesses higher
recognition rate than other related face recognition methods.

� 2015 Elsevier Inc. All rights reserved.

1. Introduction

In modern society, face recognition (FR) technology has become
more and more popular in many application fields [1,2], such as
information security, law enforcement and surveillance, smart
cards, and access control. With the increased attention from
researchers, many methods have been proposed in the literature
[3–10]. However, there are still many challenges need to be faced
in FR field. One of the challenges is single sample per person
(SSPP) problem [11,12], especially for the situation that the probe
samples contain large appearance variations caused by illumina-
tion, expression, age, pose, and so on. For some FR applications,
such as law enhancement, e-passport and ID card, there is usually
only a single sample per person recorded in the systems. The main
reasons lie in two aspects: on the one hand, it is difficult for those
FR systems to collect additional samples under many scenarios;
and on the other hand, it is need to be considered to reduce the
cost of storage space. As the probe samples may contain various
varying information, numerous appearance-based multi-sample

methods (e.g., Eigenfaces [13], Fisherfaces [14], Local Binary
Pattern [15]) may be noneffective or may fail to work for SSPP
issue. Since SSPP problem with non-ideal conditions is a big
challenge in FR field, many multi-sample methods have been
developed to address SSPP problem. At the same time, a variety
of novel specific methods have been created by many researchers
[11]. The methods for SSPP problem proposed in the literature
can be classified the following three categories.

The first category of methods is based on virtual sample genera-
tion. In order to make the discriminative subspace learning meth-
ods adjustable for extracting feature with SSPP problem, some
additional training samples, which are virtually generated, are
added into each class of the gallery set. In [16,17], two singular
value decomposition (SVD)-based perturbation algorithms were
proposed to make the conventional Linear Discriminant Analysis
(LDA) [18] available for SSPP issue by generating multiple images
for each person. However, the distinguish information of the vir-
tual samples in each class was not increased with the increasing
number of virtual samples. Such an evident shortcoming
comes from high correlation among the virtual samples and the
corresponding original sample.

The second category of methods is based on image partitioning,
as Modular Principal Component Analysis (Block-PCA) [19],
Block based Linear Discriminant Analysis (Block-LDA) [20],
Discriminative Multimanifold Analysis (DMMA) [21] and Multi-
feature Multi-Manifold Learning (M3L)[22]. In Block-PCA and
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Block-LDA, patch skill is used to divided face images into small
local patches, on which the discriminant learning techniques are
applied. In DMMA [21], Lu et. al. used the manifold theory to
divided one person manifold to multi-manifold and compared
the similarities between the local patch-manifold per person. Yan
et al. proposed M3L by extending DMMA with respect to the fea-
ture representation. In M3L, not only the raw intensity feature,
but also LBP and Gabor features were extracted within each small
patch. Nevertheless, the form and size of the patch have big influ-
ences on the recognition results.

The last category of methods is based on generic learning [23–
25]. The discriminative features, which are learned from an addi-
tional generic training set with multi-samples per person, are used
to recognize the probe person. The methods with generic learning
are based on the assumption that the generic training set and SSPP
gallery set share similar variation information of both inter-class
and intra-class. Su et al. [25] proposed an adaptive generic learning
(AGL) method to successfully apply LDA to solve SSPP problem.
Instead of directly employing the discriminatory information
(e.g., the mean and covariance of each class) learned from the gen-
eric set, AGL method adapts it to predict intra-personal variations
and mean for each subject enrolled in the gallery through least
square regression. Then, the next step is to estimate the total
intra-class and inter-class scatter matrix of all subjects in the gal-
lery set. The classical sparse representation based classification
(SRC) [26–28] can represent the probe samples well, when there
are enough training samples per person. In addition, the represen-
tation ability of SRC is much more limited when it faces SSPP prob-
lem. Deng et al. [29,30] presented an effective method, named
Extended SRC (ESRC), to overcome the disadvantage of SRC for
SSPP. ESRC applies an auxiliary generic variant dictionary to repre-
sent the possible intra-class variation between the gallery and
probe samples. Though ESRC performs well for SSPP problem, both
the extraction of variational feature and the computational time
are wildly discussed by researchers. Recently, an effective method,
called Sparse Variation Dictionary Learning (SVDL) [31] method,
was proposed for FR with SSPP. Instead of learning from the auxili-
ary generic set independently, SVDL method obtains a projection
by learning from both auxiliary generic and gallery sets. The
learned sparse variation dictionary plays an important role in han-
dling all kinds of variations in face samples, including illumination,
expression, occlusion, and pose. SVDL requires a sufficiently large
generic training set, in which each subject should contain multiple
face images with all type of variations.

In this paper, we propose a new generic learning method,
named Variational Feature Representation-based Classification
(briefly noted by VFRC), to solve SSPP problem with various non-
ideal conditions (e.g., illumination, expression, occlusion, pose,
age and comprehensive situations). Unlike the conventional gen-
eric learning methods, such as AGL, ESRC, and SVDL, the proposed
VFRC does not directly employ the discriminatory information
learned from the generic set. Alternatively, in the proposed VFRC
model, the variational feature of probe sample is represented by
the joint information of the generic set and the gallery set. As the
gallery set can be regarded as a basic reference substance in the
representation for variational feature, the rest normal feature of
probe sample can be obtained more precisely. For the reason that
the normal feature keeps less variational information, it is ben-
eficial to enhance the identity information of the corresponding
probe sample and makes a great contribution to the accuracy
and robustness of VFRC with complicated, broad changing varia-
tions in SSPP scenario.

In order to well verify the effectiveness of the proposed VFRC,
two popular image-to-image and image-to-set experiments are
implemented. For image-to-image experiments, we compare the
proposed VFRC with seven related methods (SRC [26], CRC [32],

Block-LDA [20], DMMA [21], AGL [25], ESRC [29], and SVDL [31])
on three public face databases (AR [33], Extended Yale B [34,35],
CMU-PIE [36] databases) with various variations, including illumi-
nation, expression, pose, and occlusion. For the image-to-set
experiments, we choose one of the most challenging face database
LFW [37] to verify the effectiveness of our method. The seven
methods above and Locality Repulsion Projections and Sparse
Reconstruction based Similarity Measure (LRP-SRSM) [38] are
chose to compare with VFRC for image-to-set experiments.
Experimental results demonstrate that the proposed VFRC achieves
state-of-the-art performance for FR under the SSPP scenario with
multiple non-ideal conditions.

The remainder of this paper is organized as follows. Section 2
presents our method for SSPP problem. In Section 3, the experi-
mental results on three face databases are presented. The final sec-
tion is the conclusion of this paper.

2. Proposed approach

It is well known that FR with SSPP problem has two natural
characters: the first is that the images enrolled in the gallery set
are usually frontal pose with ideal conditions (such as natural
expression and illumination without occlusion), and the second
is that the images from the probe set can possess kinds of non-
ideal conditions (such as varying expression, illumination, pose,
and occlusion). Hence, how to build a bridge between the normal
gallery image and the non-ideal probe image is a key point for
improving the performance of FR methods for solving SSPP prob-
lem. In the following subsections, we provide a feasible scheme
for this problem.

2.1. Normal feature and variational feature of a face image

The face images we get from real world may contain many
variational information, such as illumination, expression, occlu-
sion, and pose. A face image can be represented by the normal face
and the variational information, which is written as the following
form:

I ¼ N þ V ;

where I 2 Rd (d ¼ m � n) is the vectorization of face image with size
m� n; N 2 Rd denotes the normal face feature; and V 2 Rd denotes
the variational feature. Thus, we divide a probe sample y into two
subparts: the normal feature yn and the variational feature yv , for-
mally denoted as

y ¼ yn þ yv ; ð1Þ

where yv contains some interference factors, which may mislead
the identity recognition of the non-ideal probe sample; and yn pos-
sesses the inherent identity information of the probe sample.

In SSPP scenario, A ¼ ½x1; x2; . . . ; xC � denotes the gallery set,
which contains C different individuals with only one ideal sample
per subject, xi 2 Rd is the vectorization of the i-th enrolled subject.
As the most interference factors consist in the variational feature
yv , the normal feature yn is closer to the corresponding ideal sam-
ple in the gallery set than the non-ideal probe sample y. And there
is a strong correlation between two samples from the same sub-
ject, the normal feature yn of the probe sample y could be repre-
sented as

yn ¼ aixi; ð2Þ

where xi (the i-th sample in the gallery set) possesses the same
identity as the probe sample y, and ai is the representation coeffi-
cient of yn over xi. Because the identity of the probe sample is ini-
tially unknown, the representation of yn can be rewritten as
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