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a b s t r a c t

Taking into account the morphological diversity of images, this paper presents a novel multiphase image
segmentation method that combines image decomposition and fuzzy region competition into a unified
model. To efficiently solve the minimization of the energy functional, we design an optimal iteration
algorithm which integrates a modified cartoon-texture dictionary learning algorithm and wavelet shrink-
age. Compared with the classical fuzzy region competition method, the proposed method not only
improves the overall segmentation results, but also has more strong robustness. A series of experimental
results demonstrate the applicability and effectiveness of the proposed method.

� 2015 Elsevier Inc. All rights reserved.

1. Introduction

Image segmentation is an important task for image analysis and
pattern recognition. The goal of image segmentation is to partition
an image into a set of disjoint sub-regions with uniform and homo-
geneous attributes. Many approaches have been proposed in recent
years, among which variational method [1–8] is one of the most
successful methods. In the variational framework, the level set
(LS) method [2,3] and the fuzzy region competition (FRC) method
[4–8] are widely used. The LS method uses level set functions to
indicate different regions. The advantage of using LS functions to
indicate the regions is that it automatically avoids the problems
of overlap and vacuum. The main drawbacks of LS method are the
slow convergence and initialization sensitiveness. Different from
LS method, FRC method uses overlapping different fuzzy member-
ship functions to indicate different regions. Due to the flexibility of
fuzzy membership functions, more and more authors focus on
fuzzy-based segmentation methods. In fact, Li et al. [5] have pre-
sented a multiphase FRC model. This model tries to find a piecewise
constant function which approximates the observed image and
uses total variation (TV) regularization on the fuzzy membership
functions to prohibit the excessive length of the boundaries on
regions. Later, Li et al. [6] use the nonparametric kernel density esti-
mation method to segment texture images. Based on a nonconvex

regularizer, Han et al. [7] propose a variational model for the fuzzy
multiphase image segmentation. Choy et al. [8] present a multi-
phase fuzzy image segmentation model by taking into account both
spatial and frequency information in data fidelity term. These
works have shown very promising results.

This paper focuses on image segmentation using FRC method,
and specifically explores the work of Li et al. [5]. The model in [5]
assumes that image is piecewise smooth, therefore a piecewise con-
stant function is used to approximate the given image. However,
texture images or noisy images do not rigidly comply with the
assumption of the model in [5]. So, the segmentation accuracy
may be degraded in the case when image includes texture compo-
nent or noise, specifically strong noise. The limitation motivates us
to develop a more robust segmentation method. Texture is one of
the main difficulties faced to a segmentation method. Note that,
for texture image segmentation, many methods are based on the
statistical or texture feature domain analysis [9,10]. Most segmen-
tation algorithms cannot obtain texture features directly during
segmentation. The existing segmentation methods lack a good rep-
resentation of images including both their texture components and
structure components. This paper presents a new method which
can obtain both texture features and structure features represented
by the learned dictionaries during segmentation. Different from
image segmentation, image decomposition aims to separate the dif-
ferent features of image (different layers). The basic problem of
image decomposition is cartoon-texture decomposition [11–14].
Because real images usually have two layers, namely, cartoon (the
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piecewise smooth part of the image) and texture (the oscillating
pattern part of the image), image decomposition has been success-
fully used in image denoising [14], image inpainting [15], texture
discrimination [16] and blind source separation [17].

The major contribution of this work is that the proposed
method unifies image segmentation and image decomposition.
Taking into account the morphological diversity of images, we
introduce image decomposition energy functional to the proposed
segmentation model. The proposed method combines image
decomposition and fuzzy region competition into a unified model.
Due to the introducing of image decomposition term, the proposed
method largely reduce the influence of illumination
non-homogeneity and ‘‘texture noise’’ in the image. Hence, the
proposed method not only improves the overall segmentation
results, but also has more strong robustness.

The remainder of this paper is organized as follows. Some
related works are reviewed in Section 2. The proposed model and
the numerical algorithm are presented in Section 3. Comparative
experiments are shown in Section 4. Finally, the conclusions are
given in Section 5.

2. Related works

In this section, we briefly review the main frameworks of the
multiphase FRC model in [5] and image decomposition model with
learned dictionaries in [13].

2.1. The multiphase FRC image segmentation model

We first review the basic framework of the multiphase FRC
model in [5]. Let X be the image domain and f be a given gray level
image. The region number N is assumed to be known. The goal of
image segmentation is to partition X into N disjoint sub-regions
(Xi)i=1,2,. . .,N with uniform and homogeneous attributes. The multi-
phase FRC model based on the piecewise constant function in [5] is
equivalent to the following minimization problem
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where Ii(i = 1, 2, . . . , N) in [0, 1] are fuzzy membership functions
which indicate the regions Xi(i = 1, 2, . . . , N).

R
X jrIiðxÞjdx is the

bounded variation (BV) seminorm of Ii. It is also referred to as the
total variation of Ii [18]. The denotation r is the classical gradient
operator. k and c are fixed positive parameters. The first term is a
regularization term which characterizes some features of the

desired solution Îi: The second term is a data fidelity term which
is defined to evaluate the performance of the label assignment at
each partition Xi. A popular form riðxÞ ¼ f ðxÞ � ci is often used
because the value ci is easily updated in minimizing functional. In
fact, the parameter ci is the mean intensity value of f on Xi. The local
version of the data fidelity term in the model (1) is also studied in
the [5]. The third term is a quadratic penalty term which ensures
the constraint

PN
i¼1Ii � 1. There are two main drawbacks in the

model (1). (i) The model assumes that the given image f is a piece-
wise smooth image. Hence, the piecewise constant function is used
to approximate the original image. For the reason that the piece-
wise smoothing assumption is made in the model (1), the model
can generate relatively good segmentation results when the images
with simple structure is segmented. However, the model (1) is not
quite suitable to segment texture images. (ii) The model (1) uses TV
regularization on the fuzzy membership functions. TV regulariza-
tion is well capable of preserving edges of uniform but it causes

oversmoothing edges of disjoint regions, and may even destroy
small scale structures with high curvature edges.

2.2. Image decomposition model with learned dictionaries

Image decomposition aims to separate different components in
images (different layers of image). Real images usually have two
layers, namely, cartoon (the piecewise smooth part of the image)
and texture (the oscillating pattern part of the image). The image
cartoon-texture decomposition problem can be modeled as
f = u + v, where f is the given image, u is cartoon part, and v is oscil-
lating texture or noise part. On the one hand, Meyer [11] con-
structed the theory of cartoon-texture decomposition problem.
He proposed that cartoon component should be modeled by using
total variation norm, and oscillating texture or noise part should be
modeled by using the G-norm in the special space of harmonic
analysis. But Meyer’s variational model cannot be solved directly
because of the existence of the weaker norm. Thus, a lot of authors
begin to study the practical methods of Meyer’s model [14,16,19].
On the other hand, Starck et al. [12] presented a sparse
representation-based image decomposition method called mor-
phological component analysis (MCA). The different components
have sparse approximations under different dictionaries such as
analytic dictionaries [12,20] and learned dictionaries [21–24].
Since analytic dictionaries lack the adaptivity, [13] has showed that
learned dictionaries-based method has better performance than
analytic dictionaries-based method for image decomposition. The
authors in [13] propose an image decomposition model with the
learned dictionaries as follows
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The first term is the log-likelihood global force. In the other two
terms, the dictionaries D1 = [d1, d2, . . . , dk] and D2 = [s1, s2, . . . , sk]
are used to respectively represent cartoon component u and texture
component v under the sparse constraints l0 quasi-norm.
faigi2P ; fbigi2P are sparse representation coefficients. P denotes the
set of location indices. The operator Ri denotes extracting patch
from location i in the cartoon part u and texture part v. k;li;gi

are trade-off parameters. I1 and I2 are two incoherence dictionary
sets,

I1 ¼ fD1 2 Rn�k; kdjk 6 1; j ¼ 1; . . . ; kg;

I2 ¼ D2 2 Rn�k; ksjk 6 1;
Xn
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An alternate dictionary learning (A-DL) algorithm is proposed.
Numerical experiments show that the learned dictionaries by the
A-DL algorithm can describe the different components of image
effectively and leads to high quality image decomposition perfor-
mance. For more details, the reader can refer to Appendix A.

3. The proposed model and algorithm

3.1. The proposed model

In order to overcome the drawbacks of the model (1), this paper
takes into account the morphological diversity of image, and
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