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a b s t r a c t

Automatic focus and exposure are the key components in digital cameras nowadays, which jointly play
an essential role for capturing a high quality image/video. In this paper, we make an attempt to address
these two challenging issues for future depth cameras. Relying on a programmable projector, we estab-
lish a structured light system for depth sensing with focus and exposure adaptation. The basic idea is to
change current illumination pattern and intensity locally according to the prior depth information. Con-
sequently, multiple object surfaces appearing at different depths in the scene can receive proper illumi-
nation respectively. In this way, more flexible and robust depth sensing can be achieved in comparison
with fixed illumination, especially at near depth.

� 2013 Elsevier Inc. All rights reserved.

1. Introduction

With the big success of Kinect, depth sensing, also known as
range imaging and 3D surface measurement, has been attracting
more and more academic and industrial attention recently than
ever before. Among various depth sensing techniques, structured
light is considered a promising approach to be used in future cons-
mer-grade depth cameras, due to its easy implementation and uni-
versal applicability. Actually, the core technique behind Kinect is a
variation of structured light [1]. In a structured light system, spe-
cially designed 2D patterns are projected onto the scene from a
lighting engine, and the scene under illumination is captured by
an imaging sensor. Depth is then measured by the shift between
the projected and captured patterns through triangulation.

According to the pattern design strategy, mainstream struc-
tured light techniques can be roughly classified into two catego-
ries, time multiplexing and spatial neighborhood. Time
multiplexing methods, e.g., binary coding [2], gray coding [3], n-
ary coding [4] and phase shifting [5], identify each point in the
scene in the temporal domain by projecting and capturing multiple
patterns sequentially. On the contrary, spatial neighborhood meth-
ods only use one elaborate pattern, in which each point is uniquely
coded by its neighborhood, e.g., De Bruijn sequences [6], M-arrays
[7], symbol-coded [8] and color-coded [9] patterns. The pseudo-
random speckle pattern used in Kinect also belongs to this category

[1]. As an essential issue for structured light techniques, pattern
codification receives most research efforts in this field. (Please re-
fer to [10] for an extensive review and comparison.) Nevertheless,
in practice, there are some cases beyond the capability of pattern
codification. For example, suppose there are multiple objects at dif-
ferent depths in the scene, which is often the case in real world. If
the illumination is not proper for all object surfaces, defocus blur,
overexposure or underexposure may be present in the captured
image, regardless of which kind of pattern is used.

In this paper, we explore the way more flexible and robust
depth sensing can be achieved with a structured light system.
We notice that, in most existing systems including Kinect, the illu-
mination is fixed and not aware of the object location in space.
That is to say, without loss of generality, the real depth map of
the current scene, denoted as Dt, is estimated as

D̂t ¼ f ðP0;DtÞ; t ¼ 1;2; . . . ð1Þ

where P0 is a fixed pattern (or pattern set) and f models the general
depth sensing process in a structured light system.

Intuitively, the optimum illumination for object surfaces at di-
verse distances to the lighting engine should be different, as shown
in Fig. 1. The challenge is how to obtain this prior knowledge in the
first place. One key observation is that, the latest known depth
information actually provides an approximate partition of the cur-
rent scene if no abrupt movement occurs. Based on this partition, it
is possible to adjust the illumination locally for different object
surfaces in the scene. Therefore, we propose a depth sensing
framework with adaptive illumination. In comparison with (1), this
new process can be modeled as
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D̂t ¼ f ðPtjD̂t�1;DtÞ; t > 1 ð2Þ

where Pt is the currently projected pattern dependent on the esti-
mate of prior depth map D̂t�1. Specifically, this work makes three
contributions.

First, we establish a practical depth sensing system with adap-
tive illumination. In our system, a programmable projector, a CCD
camera and a PC are synchronized with one another. Once the
scene under current illumination is captured by the camera, the
image is transmitted to the PC, where the corresponding depth
map is recovered. By analyzing this depth map, the pattern for next
illumination is generated on the PC and then loaded to the projec-
tor. Once the projector updates the illumination, it triggers another
synchronized image acquisition.

Second, we propose a focus adaptation strategy for depth sens-
ing. In a structured light system, the depth of field (DOF) of projec-
tor is often small as large aperture is used to produce bright
images. Therefore, defocus blur may be present in the captured im-
age when object surfaces appear at different depths. (A laser emit-
ter such as that used in Kinect can provide large DOF, but the DOF
of camera will still be limited sometimes.) By analyzing the
tolerance to defocus of different speckle patterns, we generate a
composite pattern for current illumination according to the prior
depth information, which minimizes the defocus influence on
depth sensing.

Third, we propose an exposure adaptation strategy for depth
sensing. In a structured light system, the illumination intensity
varies much in space, especially along the light path. However,
the dynamic range of camera is always limited. When object
surfaces appear at diverse distances to the lighting engine, overex-
posure or underexposure may be present in the captured image.
Given the prior depth information, we adjust the dynamic range
of the projected pattern locally to control the illumination inten-
sity. In this way, the exposure of currently captured image is
optimized.

The rest of this paper is organized as follows. The related works
are briefly reviewed in Section 2. Section 3 clarifies the principles
for a depth sensing system with adaptive illumination. Technical
details of focus and exposure adaptation are elaborated in Sections
4 and 5, respectively. Experimental results are presented in Sec-
tion 6, and Section 7 concludes the paper with some discussion
on the future work.

2. Related work

Depth sensing can be performed through various methods, e.g.,
stereo vision [11], photometric stereo [12], shape from shading
[13], depth from defocus [14], coded aperture [15], time-of-flight
[16] and structured light [10]. Despite the diversity in implementa-

tion and application scenarios, structured light is considered as one
of the most competitive techniques to be used in future consumer-
grade depth cameras, according to the latest efforts in industry
[17,18]. In this paper, we mainly focus on depth sensing with struc-
tured light. Still, the proposed adaptive principles could also be
beneficial to other methods.

An early work on the programmable imaging system is intro-
duced by Nayer et al. using a digital micro-mirror device (DMD)
[19], in which several imaging functions are implemented, includ-
ing high dynamic range, optical filtering and matching. Later, the
operating principle of DMD has been exploited to obtain high
speed projection [20], which enables high speed display, sensing
and control applications [21]. Time multiplexing structured light
is a typical example being speeded up, but it still requires a high
speed camera for synchronized capturing [22]. In our system, how-
ever, there is no rigid requirement on the camera speed as the
structured light we use belongs to the spatial neighborhood
category.

Unlike the approach of depth from defocus [23], our depth sens-
ing system is based on structured light, although a defocus model
is estimated for analysis. Similar analysis has been conducted by
Garcia et al. in [24], where the conclusion is drawn that signals
with lower frequency content are more robust to defocus and thus
selection of different patterns can increase the virtual DOF. In com-
parison, our work is not only different but also a step forward. On
the one hand, we adopt pseudo-random speckle patterns instead of
temporal dithered codes for illumination, and the optimal pattern
is selected for each depth range. On the other hand, we implement
this focus adaptation strategy in a practical system, and reliable
depth sensing results are achieved in the presence of defocus.

In addition, the exposure variation strategy proposed by Nayer
et al. in [19] is a kind of tradeoff between temporal/spatial resolu-
tion and dynamic range, whereas in our exposure adaptation strat-
egy, the illumination is actively and locally changed. Local
exposure adjustment has been investigated by Koninckx et al. in
[25], where multiple patterns need to be projected to obtain a
crude estimate of the scene geometry. Contrastively, we only use
a single pattern composed of pseudo-random speckle, which is up-
dated according to the prior depth information. Since our system
aims for dynamic scenes and only requires multiple projections
once at the initial time, it is also different from the works address-
ing global illumination for static scenes [26,27].

Our work shares some similarity with another work by Kon-
inckx et al. [28], in which the current illumination pattern is
adapted to the latest depth information. However, there exist
two distinct differences between them. On the one hand, the target
of pattern adaptation in [28] is to make it more robust against cur-
rent noise levels on the decoding and to ease the detection. Specif-
ically, increasing the density of coding cues will lower the noise
level that can be tolerated. In contrast, pattern adaptation in our
work aims to solve the defocus and over/under-exposure issues
in case objects at diverse depths are to be measured. On the other
hand, the patterns used in [28] consist of stripes and curves with
variable widths and angles, while those used in our work consist
of random speckles with variable sizes. So the corresponding
decoding processes are totally different.

There is another pioneer work by Chien et al. [29], in which an
adaptive system for 3D reconstruction is proposed and more accu-
rate depth can be achieved for objects with various colors and de-
tails. The relationship between [29] and our work is as follows.
First, they share the same observation that depth sensing should
be performed more flexibly. Specifically, the illumination patterns
should be changed for different target regions. Second, exposure
adaptation is investigated in both works, yet in different perspec-
tives. [29] reveals the relationship between illumination and color,
while we exploit the relationship between illumination and depth.

Fig. 1. Different illumination for object surfaces at different depths.
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