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a b s t r a c t

In this paper, we present an automatic foreground object detection method for videos captured by freely
moving cameras. While we focus on extracting a single foreground object of interest throughout a video
sequence, our approach does not require any training data nor the interaction by the users. Based on the
SIFT correspondence across video frames, we construct robust SIFT trajectories in terms of the calculated
foreground feature point probability. Our foreground feature point probability is able to determine can-
didate foreground feature points in each frame, without the need of user interaction such as parameter or
threshold tuning. Furthermore, we propose a probabilistic consensus foreground object template (CFOT),
which is directly applied to the input video for moving object detection via template matching. Our CFOT
can be used to detect the foreground object in videos captured by a fast moving camera, even if the con-
trast between the foreground and background regions is low. Moreover, our proposed method can be
generalized to foreground object detection in dynamic backgrounds, and is robust to viewpoint changes
across video frames. The contribution of this paper is trifold: (1) we provide a robust decision process to
detect the foreground object of interest in videos with contrast and viewpoint variations; (2) our
proposed method builds longer SIFT trajectories, and this is shown to be robust and effective for object
detection tasks; and (3) the construction of our CFOT is not sensitive to the initial estimation of the
foreground region of interest, while its use can achieve excellent foreground object detection results
on real-world video data.

� 2012 Elsevier Inc. All rights reserved.

1. Introduction

Detecting moving foreground objects from a video taken by a
non-stationary camera attracts intensive attention from research-
ers and engineers in the field of image and video processing. This
is of particular interest for applications such as action and event
recognition, and automatic annotation of videos. However, moving
foreground detection has been a challenging task since the moving
foreground object in real-world videos is often highly articulated
or even non-rigid. Without prior knowledge (e.g., training data)
on the foreground object of interest, it is difficult to model the ob-
ject information even with user interaction. In practice, the camera
is not fixed and thus conventional object detection methods based
on frame differences cannot be applied, which makes background
modeling approaches fail. In [1], Patwardhan et al. pointed out

the three scenarios which make video foreground object detection
very difficult. The first scenario is the presence of complex back-
ground which contains moving components such as water ripples
or swaying trees. The second case is background motion caused by
camera motion (e.g., shaky tripod in windy days), which rules out
the use of conventional reconstruction-based approaches for object
detection. Finally, most existing works for video object detection
require training data or user interaction (e.g., at the first frame).
This might not be practical and will result in increased processing
time.

1.1. Related work

The history of video-based object detection starts from detec-
tion of moving objects in videos captured by a stationary camera.
Jain and Nagel [2] proposed the frame difference scheme to detect
a foreground object. Wren et al. [3] proposed the use of a Gaussian
model, Stauffer and Grimson [4] proposed a GMM-based approach,
and Elgammal et al. [5] applied kernel density estimation for back-
ground modeling. Unfortunately, the above methods cannot serve
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well for scenarios in which the camera is moving (even with nom-
inal motion). Recent researchers focus more on foreground object
detection in videos captured by freely moving cameras. In [6],
Sheikh and Shah proposed to build foreground and background
models using a joint representation of pixel color and spatial struc-
tures between them. In [1], Patwardhan et al. decomposed a scene
and used maximum-likelihood estimation to assign pixels into lay-
ers. From their experimental results, only moving foreground ob-
jects with the average velocity up to 12–15 pixels per frame can
be detected. As a result, their approach is only capable of handling
videos captured by a camera with mild camera motions.

In this paper, we address automatic video foreground object
detection problems under arbitrary camera motion (e.g., panning,
tilting, zooming, and translation). Prior methods focusing on this
type of problem can be classified into two categories. The first cat-
egory (e.g., Meng and Chang’s method [7]) is to detect moving fore-
ground object as the outliers, and thus to estimate the global
motion of the camera [8]. Irani and Anandan [9] proposed a para-
metric estimation method for detecting the moving objects, and
Wang et al. [10] also approached this problem in a similar setting.
Furthermore, Bugeau and Perez [11] proposed motion and feature
clustering techniques for estimating foreground object regions. The
second category of moving object detection algorithms aims to
model the reference background image. Felip et al. [12] proposed
to estimate the dominant motion from the sampled motion vec-
tors. Zhao et al. [13] proposed to detect objects present or removed
from a non-static camera for indoor scenes based on the calcula-
tion of SIFT features [14] and homography. While it is possible to
model the scene as background information for videos captured
from an indoor scene or a closed area scene, modeling outdoor
scene or more complicated background remains a very difficult
problem.

The correspondences of feature points are widely used for link-
ing the relationship between pairs of video frames. SIFT flow is re-
cently proposed by Liu et al. [15] to determine the dense
correspondences between image pairs for the retrieval of similar
scenes. On the other hand, Sand and Teller [16] proposed a particle
video approach, which is able to construct the long trajectory
based on the optical flow correspondences, and thus provides more
chances to detect and track foreground objects. We note that,
although the method of Liu et al. [15] is able to determine dense
corresponding SIFT points, it would be impractical to enforce the
trajectory across all video frames, which results in linking SIFT
points in dissimilar pairs of video frames. While the approach of
Sand and Teller [16] better links corresponding particle points,
its high computational cost would prohibit future speed-up or
higher-level processing or learning tasks. In [17], a motion-flow
based approach was proposed to analyze MPEG bitstreams for
moving objects using the associated trajectories. Motivated by
the above methods, we advance the context and spatiotemporal
information of moving foreground objects, and we advocate the
use of the trajectories to provide rich information in detecting fore-
ground objects in videos.

1.2. Our contributions

We present a novel foreground object detection approach in
this paper. We focus on detecting and tracking a single and domi-
nant foreground object in uncontrolled videos, i.e., videos captured
by freely moving cameras or those downloaded from the Internet.
Based on the SIFT matching strategy, we calculate the foreground
feature point probability for constructing robust SIFT trajectories,
which imply the foreground candidate region across video frames
without the need of user interaction such as parameter or thresh-
old tuning. To perform foreground object detection, we propose a
consensus foreground object template (CFOT) based on the extrac-

tion and association of SIFT points with longer trajectories and
higher confidence. We note that our CFOT is not only derived by
integrating the information of the candidate foreground regions
in a probabilistic way, we also advance an adaptive re-start scheme
to handle false object detection results when tracking the fore-
ground object. This makes our CFOT more robust in detecting ob-
jects in real-world uncontrolled videos, and thus we are able to
extract and track the foreground objects even when the contrast
between the foreground and background regions is low (spatially
or temporally). This is why our proposed method can be general-
ized to videos with dynamic backgrounds, and is robust to view-
point changes across video frames.

The contribution of our proposed method is trifold: (1) we pro-
vide a probabilistic self-decision framework to determine the mov-
ing foreground objects in videos, while no user interaction or
parameter tuning is required; (2) the extracted SIFT points across
video frames allow us to associate the candidate foreground inter-
est points and to calculate the foreground feature point probability
for robust object detection; and (3) our CFOT results in a compact
representation of the foreground object of interest, while the con-
struction of CFOT is not sensitive to the initial estimation of fore-
ground region of interest due to the re-start mechanism when
necessary. From our experimental results, it can be verified that
the use of our CFOT produces excellent foreground object detection
results in real-world video data.

2. Foreground object detection

Fig. 1 shows the proposed framework for video foreground ob-
ject detection. This framework consists of two steps: the construc-
tion of CFOT and the use of CFOT for foreground object detection,
which will be discussed in Sections 2.1 and 2.2, respectively.

2.1. Construction of consensus foreground object template (CFOT)

Fig. 2 depicts the process for constructing the consensus fore-
ground object template (CFOT) for detection purposes. We now de-
tail each step in this subsection.

2.1.1. Foreground key point extraction
Scale-invariant feature transform (SIFT) [14] is a popular com-

puter vision algorithm, which can be used to detect local interest
points in an image. As an initial stage of our foreground feature
point extraction, we apply the SIFT feature detector in each frame
of a video sequence. The goal for this step is to obtain a set of fore-
ground key points which most likely belong to the foreground ob-
ject of interest, which is achieved by identifying the SIFT key points
across video frames in a probabilistic point of view, as we discuss
below.

As the initialization stage of this step, a new key point pt
i is de-

tected as a SIFT point for the first time at time t, and its correspond-
ing probability fpointði; tÞ will be set as a ¼ 0:5 since we have no
prior knowledge that whether this key point belongs to foreground
or background. The foreground point probability function is de-
fined as:

fpointði; tÞ ¼
fpointði; t � 1Þ � kþ 1 � ð1� kÞ; if pt

i – ;;
fpointði; t � 1Þ � k; if pt

i ¼ ;;

�
ð1Þ

where k is an update factor and is set to 0.95 as suggested in [18].
The above equation provides a probabilistic way to update the

probability of assigning an extracted key point as foreground,
depending on its key point matching history. To be more precise,
if a SIFT key point is consistently identified across video frames
(by SIFT matching), it is more likely to belong to the foreground ob-
ject and thus a higher probability value will be assigned. Fig. 3a
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