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Abstract

Detecting and tracking persons in the sequences of monocular images are the important and difficult problems in computer vision and
have been well studied in these two decades. Recently, the methods based on stereo vision have attracted great attentions since 3D infor-
mation can be exploited. This paper presents an approach for multiple-people detection and tracking using stereo vision. Tracking is
carried out using a multiple particle filtering approach that combines depth, colour and gradient information. We modify the degree
of confidence assigned to depth information, according to the amount of it found in the disparity map, using a novel confidence measure.
The greater the amount of disparity information found, the higher the degree of confidence assigned to depth information in the final
particles weights is. In the worst case (total absence of disparity), the proposed algorithm makes use of the information available (colour
and gradient) to track, thus performing as a pure colour-based tracking algorithm. People are detected combining an adaboost classifier
with stereo information. In order to test the validity of our proposal, it is evaluated in several sequences of colour and disparity images
where people interact in complex situations: walk at different distances, shake hands, cross their paths, jump, run, embrace each other
and even swap their positions quickly trying to confuse the system. The experimental results show that the proposal is able to deal with
occlusions and to effectively determine both the 3D position of the people being tracked and their 2D head locations in the camera image,
and everything is realized in real time. Besides, as the proposed method does not require the use of a background model, it can be con-
sidered particularly appropriate for applications that must run on mobile devices.
� 2007 Elsevier Inc. All rights reserved.
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1. Introduction

In the last decade, there is a growing interest in the
development of systems and techniques for people detec-
tion and tracking both in indoor and outdoor environ-
ments. The potential applications of such technology
include: ambient intelligent systems [14,27,48,56], visual
servoing applications [2,37], augmented reality and
human–computer interaction [12,15,23,31,62], video com-
pression [39,59] or robotics [8,31,43,44].

People tracking based on monocular images is a well
explored topic, approached in the most of the cases by
the integration of multiple visual cues. However, nowa-
days, the use of stereo vision for these purposes is an active
research area. The availability of commercial hardware to
solve the low-level problems of stereo processing, as well
as the lower prices for these devices, turns them into an
appealing sensor to be used in intelligent systems. Stereo
vision brings several advantages over monocular systems.
First, all the methods designed for tracking in monocular
images can be applied, but with much richer per-pixel
information (colour or luminance plus depth). Depth infor-
mation can be employed to achieve a better tracking of
people environments and a better understanding of their
gestures. Second, disparity information makes the systems
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more robust against illumination changes. Therefore, sys-
tems that employ stereo vision are expected to be more
robust in real scenarios where illumination changes might
occur.

This paper presents a solution to the people detection
and tracking problems by the integration of multiple visual
cues using a particle filtering approach [30]. People are
detected combining an adaboost classifier [47] with stereo
information. Each person detected is tracked using a body
model comprised by two ellipsoidal surfaces (one for track-
ing their head and another one for their torso). The pro-
posed observation model combines a colour technique
[13], with depth information, and with a gradient based
technique [6]. However, depth information cannot always
be extracted because the surfaces could not be lambertians,
of depth discontinuities or due to the lack of texture. To
overcome this problem, the relevance assigned to depth
information depends on the amount of it encountered in
the disparity map. When the amount of disparity obtained
is high, depth information has an important degree of con-
tribution to the final particle weight. However, as the
amount of disparity decreases, so does the relevance
assigned to depth information. In the worst case (total
absence of disparity), the algorithm takes advantage only
of colour and gradient information.

The multiple target tracking problem (MTT) has been
approached using a multiple particle filter [16,33,46,57].
Independent trackers are employed for each person and
an interaction factor is employed to avoid the coalescence
problem. Our proposal estimates not only the 3D position
of the persons being tracked but also the 2D location of
their head in the camera image. Determining the head posi-
tion of the person being tracked is an important piece of
information that may be used for human–computer and
human–robot interaction tasks (e.g., face pose estimation,
expression analysis). As the method proposed does not uti-
lize background estimation techniques, it can be considered
particularly appropriate for applications that must run on
mobile devices (e.g., mobile robots).

The remainder of this paper is structured as follows:
Section 2 provides an overview about stereo people detec-
tion and tracking-related works. Sections 3 and 4 explain
the basis of stereo processing and colour modelling, respec-
tively. Section 5 shows how people detection has been car-
ried out in this work. Section 6 explains our people
tracking approach while Section 7 shows the experimenta-
tion performed. Finally, Section 8 draws some conclusions.

2. Related work

People detection and tracking are interesting topics that
have attracted the interest of researches in many areas.
These problems have been generally tackled by exploiting
the morphological characteristics of the human body [28]
and the colour characteristics of human skin [21,51,54].
Considering that static colour models usually lead to a per-
formance degradation [38] (due to illumination changes),

some authors have opted to employ dynamic skin colour
models [55]. Another option chosen by some authors is
to provide extra information to the tracker such as the col-
our of the clothes worn by the user. All such information is
used to overcome problems as illumination changes and
the confusion due to the presence of different subjects
[35,42,52]. Finally, another ways of dealing with the detec-
tion problem include the use of multiple sensors [20], multi-
ple visual cues [8] or specific hardware [61] to perform a
more robust detection.

Several authors have employed stereo vision for devel-
oping more sophisticated tracking methods taking advan-
tage of stereo vision. When using stereo vision, most of
the monocular techniques available in the literature are
also directly applicable. Therefore, a key aspect consists
in the proper combination of the existing methods with
depth information. Among the first works in that area we
found the one by Cipolla and Yamamoto [11]. They pres-
ent a stereo-based method for tracking objects (which are
just moving along the horizontal plane) using the visualised

locus method. Eklundh et al. [17] study the uses of active
vision and they argue that the integration of multiple cues
is necessary in order to accomplish real-life tasks. They
present an active vision system able to decide where to
focus its attention based on the integration of motion
and stereo. In [15], Darrel et al. present an interactive dis-
play system capable of detecting and tracking several peo-
ple. Person detection is based on the integration of the
information provided by three modules: a skin detector, a
face detector and the disparity map provided by a stereo
camera. In their work, people segmentation was performed
in the disparity map. Perseus [31] constitutes a remarkable
example of using stereo vision for interacting with human
users. The Perseus system is able to detect and track a sin-
gle user and to determine when and where they point to.
The Perseus architecture is also employed by Franklin
et al. [19] to develop a robotic waiter controlled by simple
hand gestures. As in the work of Darrel et al. [15], people
detection and tracking is based on determining the person
position in the camera image. Grest and Koch [23] develop
a system able to detect and track a single-person using ste-
reo vision for augmented reality applications. Once the
user is located, colour histograms of the face and chest
regions are created and employed by a particle filter to esti-
mate their position in the next image. Then, stereo infor-
mation assists to determine the real position of the
person in the room. It is employed to calculate the corre-
sponding position in the virtual environment. However,
stereo and colour were not integrated in the tracking pro-
cess. In that work, the stereo processing is performed using
the information gathered by cameras placed at different
locations in the room. Beymer and Konolige [5] use a Kal-
man filtering and a template system for people detection
and tracking. Their proposal uses an interesting pyramid
method to speed up the system. However, their system does
not employ colour information so that the identity of the
people being tracked might be confused. Moreno et al.
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