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a b s t r a c t

To tackle the re-identification challenges existing methods propose to directly match image features or to
learn the transformation of features that undergoes between two cameras. Other methods learn optimal
similarity measures. However, the performance of all these methods are strongly dependent from the
person pose and orientation. We focus on this aspect and introduce three main contributions to the field:
(i) to propose a method to extract multiple frames of the same person with different orientations in order
to capture the complete person appearance; (ii) to learn the pairwise feature dissimilarities space (PFDS)
formed by the subspaces of similar and different image pair orientations; and (iii) within each subspace, a
classifier is trained to capture the multi-modal inter-camera transformation of pairwise image dissimilar-
ities and to discriminate between positive and negative pairs. The experiments show the superior perfor-
mance of the proposed approach with respect to state-of-the-art methods using two publicly available
benchmark datasets.

� 2016 Elsevier Inc. All rights reserved.

1. Introduction

The person re-identification problem, formally defined as the
problem of associating a given person acquired by a camera to
the same person previously acquired by any other camera in the
network at any location and at any time instant, is increasingly
gaining attention by the community. This challenging task is very
important for surveillance applications such as inter-camera track-
ing [1], multi-camera behavior analysis [2], and access granting [3].
Despite the problem can be alleviated by deploying a large number
of sensors such as all the areas of the monitored environment are
covered by camera field-of-views (FoVs), the costs of system instal-
lation, and maintenance lead to a non-feasible solution. Thus, in a
real scenario, we have to deal with partial area coverage that yields
to the re-identification problem.

1.1. Motivation

Despite much effort has been spent by the community to find
the best signature (e.g. [4–7]), to learn the feature transformation
that undergoes between camera pairs (e.g. [8–11]) and to find

the optimal similarity measure (e.g. [12–15]), re-identify a person
that moves across disjoint cameras still remains an open issue.
Almost all existing works assume that a uni-modal inter-camera
transformation of features occurs between two camera views.
However, we believe that the deployment and the configuration
of the cameras (it is a combination of view points, illumination
changes, and photometric settings, etc.) together with the appear-
ance of a person give rise to multi-modal inter-camera transforma-
tions (see Fig. 1 for an example). In particular, current methods
highly suffer the strong pose and orientation changes that may
occur when a person moves between cameras FoVs.

1.2. Contribution

Motivated by these, and inspired by the fact that as the trans-
formation between appearance features is multi-modal, so is the
transformation of the distances between them [16], we introduce
the following contributions:

1. we build upon the idea that the transformation learned for the
same person seen from different viewpoints may be less reli-
able than the one learned for the same person seen from the
same point of view. Hence, we introduce a method to recover
images of the same person with different orientations so as
we can capture the multi-modal appearance of a person with
higher reliability;
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2. the person orientations are used to learn different models for
the different transformations that exist between pairwise fea-
ture dissimilarities. We form the pairwise feature dissimilarities
space (PFDS) and divide it into two main regions, the region
for which the dissimilarities are computed between pair of
images with similar orientation and the region containing all
other different pairwise orientations;

3. within each region, a classifier is trained to capture all the pos-
sible multi-modal transformation of feature dissimilarities.
Those are used to discriminate between pairwise images of
the same person (positive pair) and pairwise images of two
different persons (negative pair). This also allows to pose the
re-identification as a binary classification problem.

The rest of the paper is organized as follows. A brief description
of the related work is given in Section 2. In Section 3 a system over-
view and details of the modules that compose our re-identification
approach are described. The superior performance of our approach
over existing state-of-the-art methods is shown in Section 4.
Finally, conclusions are drawn in Section 5.

2. Related work

In the recent past, the community has proposed to tackle the
problem of person re-identification across non-overlapping cam-
eras using several approaches that differs from the way the person
body is modeled, to which features are used (i.e. biometrics or
appearance), to how matches between individuals are computed,
etc. [17,18]. The person appearance is defined as a set of features
which are extracted from the person image region. This image rep-
resentation through a set of features is not only used in person re-
identification, face recognition [19], video summarization [20] or
age classification [21] problems also include such stage in their
framework. While recent works in the field of person re-
identification can be grouped on the basis of any of such categories,
we group them as follows: (i) methods that use discriminative
appearance-based signatures, (ii) methods that capture the trans-
formation of features across camera pairs, and (iii) methods that
learn the optimal distance metric between appearance features.

Discriminative signature based methods are the most commonly
explored approaches for person re-identification. In [5] particular
interest has been focused on finding the best set of features that

can be exploited to match persons across cameras. In [22] the
objective was to model the spatial distribution of the appearance
relative to each of the object part. In [23] multiple local and global
features were used to create an invariant signature. A discrimina-
tive signature computed using the Mean Riemannian Covariance
patches was used in [24]. In [4], frames were used to built a collab-
orative representation that best approximates the query frames. In
[6], the distribution of color features projected in the log-
chromaticity space was described using the shape context descrip-
tor. In [25] an unsupervised framework was proposed to extract
distinctive features, then a patch matching method was used
together with adjacency constraints. In [7] a combination of bio-
logically inspired features and covariance descriptors was pro-
posed. In [26] local feature descriptors were encoded by fisher
vectors and pooled to provide a global image representation. In
[27] an articulated multiple-instance-based compositional tem-
plate was proposed to model person appearance. Appearance fea-
tures and similarities with a reference set of persons were used
in [28]. Human saliency was also explored in [25,29–31] to reject
body parts that are non-discriminative for the re-identification
task. Recently, horizontal occurrence of local features [32], clothing
attributes [33] and 3D body models [34] were explored to propose
a stable representation against viewpoint changes. A sparse-based
local matching technique aiming to find the optimal correspon-
dence between image patches was proposed in [35]. Pose priors
and subject-discriminative features were also investigated in [36].

Those methods rely only on the discriminative power of appear-
ance features to perform a pure feature matching. While no train-
ing is required and good results can be achieved when images are
similar, this is still an unreliable solution as such methods gener-
ally assume that features are not transformed between cameras.

Transformation learning based methods were explored in [8] to
capture the transformation across non-overlapping cameras in a
tracking scenario. Similarly, the problem of capturing the non-
linear transformation between features was addressed in [37]. In
[38] pairwise dissimilarity profiles between categories were
learned and exploited in a nearest neighbor classification frame-
work. In [9] the implicit transformation function of features was
learned by concatenating appearance feature vectors of persons
viewed by different cameras. In [10] a Weighted Brightness Trans-
fer Function that assigns unequal weights to observations based on
how close they are to test observations was proposed. In [16], the
error on the transformation function was modeled by a binary

Fig. 1. Images of a persons acquired by the same camera. Person appearances look very different among all the images due to the changes in pose and illumination conditions.
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