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a b s t r a c t

Normalized cross-correlation (NCC) has been widely used as the matching cost function in multi-view
stereo methods. However, NCC is vulnerable in the occlusion area and edge region of large-scale scenes
because of color distortion and illumination changes. To alleviate the above problems, we present an
improved patch based multi-view stereo method by introducing a photometric discrepancy function
based on DAISY descriptor. In the patch extraction stage, a new corresponding point matching method
based on the DAISY descriptor is proposed and the epipolar constraint is used to filter mismatched points.
In the patch optimization stage, a photometric discrepancy function based on DAISY descriptor is
proposed to measure the photo-consistency among reconstructed patches to identify reliable patches.
Finally, dense patches are obtained by expanding sparse patches with global visibility information and
patch optimization. Experimental results show that the proposed algorithm obtains better reconstruction
results in occlusion and edge regions of large-scale scenes.

� 2015 Elsevier Inc. All rights reserved.

1. Introduction

Multi-view stereo (MVS) reconstruction is to obtain 3D scene
models from a collection of images. The existed MVS algorithms
can be roughly classified into four categories [1]: the voxel based
methods [4–9], the surface evolution based methods [10–12], the
depth-map merging based methods [3,13–15,17,18], and the fea-
ture point growing based methods [19–23]. The voxel based meth-
ods, most of which are applicable for small and compact objects
within a tight bounding box, calculate a cost function on a 3D vol-
ume at first and then extract a surface from this volume. The surface
evolution based methods evolve a surface to minimize a cost func-
tion iteratively. Thesemethods require a reliable initial guesswhich
is difficult to obtain for large-scale scenes. The depth-map merging
based methods consists of depth maps calculating and depth maps
merging, which require sufficient images to increase the recon-
struction accuracy and performance. The feature point growing
based methods extract feature points from textured regions firstly,
then reconstruct space points based on these features, and expand
reconstructed space points to regions with less texture. Usually,
NCC is used as the matching cost between two patches. However,
NCC can be easily influenced by color distortion and illumination
changes in the occlusion area and edge region of large-scale scenes.

Aiming to alleviate the above-mentioned problems, a DAISY
descriptor based photometric discrepancy function is proposed to
identify reliable patches. DAISY [16,17] descriptor is a gradient
information based and local invariant descriptor, which is robust
to affine transform and illumination changes. Especially, this
descriptor is highly discriminative to those simple pixels opposite
to corner points and therefore suited for wide-baseline dense
matching [17]. The main idea of generating initial sparse patches
can be described as a two-stage procedure as in patch-based
multi-view stereo (PMVS) method [21]: the initial patch candidate
extraction stage and the candidate patch optimization stage. In the
former stage, the proposed method utilizes DAISY descriptor and
the main orientation of the descriptor to conduct corresponding
points matching, and filters mismatched points with epipolar con-
straint. In the following stage, the conjugate gradient method is
used to optimize positions and orientations of the remaining
patches along the view directions, and then to minimize photomet-
ric discrepancy function to obtain refined sparse patches. Finally,
dense patches are obtained by growing the sparse patches with
global visible information and patch optimization strategy.

2. Proposed method

The proposed method can be implemented in three steps:
Step 1, obtaining reference images and neighbor images to narrow
the scope of searching corresponding projected points; Step 2,
patch initialization by the DAISY descriptor based photometric
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discrepancy function, and this step consists of feature extraction,
candidate patches generation based on geometrical optical trian-
gulation [27], and initial sparse patches extraction by utilizing
DAISY descriptor based photometric discrepancy function; Step 3,
generating dense patches and filtering false patches by global vis-
ibility. In step 3, we assume that the scenes to be reconstructed are
nearly Lambertian as in most algorithms. With this assumption, we
can use depth continuity and normal consistency between recon-
structed patches and their neighborhoods to expand the sparse
patches. In the end, a dense collection of patches can be obtained
and represented as the estimated surface close to large-scale scene.
Fig. 1 shows the pipeline of the proposed method.

2.1. DAISY descriptor

DAISY [16,17] is an improved version of SIFT and GLOH [25,26]
descriptor. It is implemented by replacing weighted responses
of orientation histograms in SIFT with simple convolutional
computation for different isotropic Gaussian kernels and gradient
histograms.

Given an input image, H orientation maps are firstly calculated,
i.e. conduct gradient computation along H sampling directions and
Goðu;vÞ represents gradient scores at point ðu;vÞ of orientation o.
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an increasing standard deviation

P
. Here, Q represents convolu-

tion times, v indicates current index of convolution, and

G
P

1
o ¼ GP

1
� G0

G
P

v
o ¼ GP � G

P
v�1

o ;
X
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX2

v
�
X2

v�1

r
ð2Þ

To maintain DAISY descriptor’s isotropy, T directions are
selected evenly in the range of [0�,360�], and Q key points are
evenly sampled in each direction. Then we totally get ðT � Q þ 1Þ
key points. Convolutional orientation histograms of each key point
are represented as corresponding feature vector hPðu; vÞ, and the

whole descriptor Dðuo;voÞ is the combination of hPðu;vÞ. Its

dimension is H � ðT � Q þ 1Þ.
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2.2. Photometric discrepancy function based on DAISY descriptor

Photometric discrepancy function describes photo-consistency
between the projected image points on the reference image and
all the visible images of the given patch. When the photometric
discrepancy value is smaller than the given threshold, the
corresponding projected image points are photo-consistent. This
information will be used to determine whether the patch is
photo-consistent or not, i.e. whether the patch is a reliable
estimate of scene’s surface or not.

2.2.1. Assign the main orientation for DAISY descriptor
DAISY descriptor does not contain orientation information. We

introduce the main orientation of DAISY descriptor to help
evaluate image projections of reconstructed patches in the
corresponding visible images.

Given a patch p, the corresponding reference image I1 and a
neighbor image I2, project the center point of p to I1 and I2 respec-
tively, and denote the projected image points as cp1 and cp2. To cal-
culate the main orientation of projected points, two space points
along positive direction of the local coordinate axes x, y of p are
projected to I1 and I2. The directions of projected local axes in I1
and I2 can be calculated respectively, and denote the direction

vectors of projected local axes in I1 as ~dx1 ¼ ½ux1; vx1� and
~dy1 ¼ ½uy1;vy1�, the direction vectors of projected local axes in

I2 as ~dx2 ¼ ½ux2;vx2� and ~dy2 ¼ ½uy2;vy2�.
The orientation o of the DAISY descriptor at the projected image

point can be defined as the angle between the sum of the two
direction vectors of projected local axes and the horizontal axis
of the image as Eq. (5),

o ¼ arccosðh~dx1 þ~dy1;~ui=k~dx1 þ~dy1kÞ; ðux1 þ ux2ÞP 0

arccosðh~dx1 þ~dy1;~ui=k~dx1 þ~dy1kÞ þ p; ðux1 þ ux2Þ < 0

(

ð5Þ
where ~u is a unit vector along the positive direction of the horizon-
tal axis of the image.

2.2.2. Compute the photometric discrepancy function based on DAISY
descriptor

After assigning the main orientation for DAISY descriptor, pho-
tometric discrepancy function can be calculated. Firstly, multi-
channel DAISY descriptor of the projected points of patch p on
image Ii is introduced as Eq. (6),

Dtðp; IiÞ ¼ Dtðcpi; oi; IiÞ; t 2 fR;G;Bg ð6Þ
where cpi is the projected point on image Ii; oi is the main orienta-
tion of DAISY descriptor at cpi.

In order to get a more robust descriptor and reduce the influ-
ence of illumination changes and occlusions, Dtðp; I1Þ is normalized
as follows,

Dt
n ¼

Dt � �Dt

r
ð7Þ

where �Dt is the average of feature vectors and r is the standard vari-
ance of feature vectors.

The photometric discrepancy function based on DAISY for patch
p on image I1 and I2 is defined as Eq. (8),

Cðp; I1; I2Þ ¼ 1�
X

t2fR;G;Bg
Dt

nðcp1; o1; I1Þ � Dt
nðcp2; o2; I2Þ

�� �� ð8Þ

The DAISY based photometric discrepancy function for patch p
on all its visible images is defined as Eq. (9).

TðpÞ ¼ 1
jVNðpÞj

X
I2VNðpÞ

Cðp;RðpÞ; IÞ ð9Þ

In this paper, we assume that the objects or scenes are
Lambertian so that pixels in different images projected from the
same space point on the scene surface are photo-consistent. In
the presence of specular highlights or obstacles, the DAISY based
photometric discrepancy function may not be able to accurately
identify reliable patches. To handle this situation, we restricted
the value of DAISY based photometric discrepancy function within
a reasonable range in order to remove false matches, i.e., a pair of
pixels is a good match if the corresponding discrepancy value of
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