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a b s t r a c t

Object tracking is one of the most challenging problems in computer vision. Only Fast trackers can satisfy
the real-time requirements and can be used in many artificial intelligence applications. Due to the
impressive high-speed, correlation filters have received much attention within the field of object track-
ing. Recently, trackers using luminance information or color names for image description have been per-
formed in a correlation filters framework. In this paper, we propose the usage of discriminative color
descriptors to improve the tracking performance of the traditional correlation filters tracker.
Discriminative color descriptors are compact and efficient. Moreover, our tracker incorporates scale esti-
mation into the traditional correlation filters, which results in increased tracking performance. Extensive
experiments demonstrate that the proposed tracker can obtain superior results compared to existing
trackers using correlation filters and it is also able to outperform state-of-the-art trackers on the
CVPR2013 object tracking benchmark.

� 2015 Elsevier Inc. All rights reserved.

1. Introduction

Despite that object tracking has been studied for several dec-
ades [1–3], it remains a challenging task to handle pose variation,
illumination variation, scale variation, and partial occlusion, etc.
The robust tracking in complex environments is significant for
a lot of applications including motion analysis, vision systems,
surveillance or human–computer interaction. In this field,
researchers [4–9] tracked an arbitrary object with no prior knowl-
edge. The approach is referred to as model-free tracking.

Single object tracking is the most common task within the field
of computer vision. Several approaches have been proposed for
single object tracking. Adam et al. [10] presented a novel algorithm
called FragTrack (Frag) which can overcome partial occlusions and
pose change by combining multiple patch votes. Grabner and Bis-
chof [11] proposed a novel on-line AdaBoost (OAB) feature selec-
tion method. In [12], Babenko et al. showed that using Multiple
Instance Learning (MIL) instead of traditional supervised learning
can lead to a more robust tracker. Kalal et al. [13] proposed a novel
tracking framework (Tracking–Learning–Detection, TLD for short)
that the long-term tracking task was explicitly decomposed into
tracking, learning and detection. In [14], Hare et al. provided an
online learning tracker with a kernelized structured output sup-
port vector machine (SVM). In [15], they presented Extended Lucas
Kanade or ELK that it casts the original LK algorithm [16] as a max-

imum likelihood optimization and then they extended it by consid-
ering pixel object/background likelihoods in the optimization.
These algorithms rely on intensity or texture information for image
description and include complex appearance models and optimiza-
tion methods. It is difficult for them to keep up with the 25 frames
per second (FPS) demanded for real-time processing.

Recently, a number of excellent algorithms using correlation fil-
ters have been proposed for a variety of applications like object
detection and recognition, alignment, tracking etc. Due to the
impressive high-speed, correlation filters have received much
attention. In [18], authors devised Kernel classifiers with the same
characteristics as correlation filters. The Kernel classifiers can be
trained and evaluated quickly with the Fast Fourier Transform
(FFT). The tracker exploiting the Circulant Structure of Tracking-
by-detection with Kernels (CSK) can be implemented with only a
few lines of code and runs at hundreds of frames-per-second.
The article [19] proposed a vector correlation filter (VCF) directly
using with vector features likes color names (CN) [21]. The vector
correlation filter is an extension of the unconstrained correlation
filters. This is different from traditional correlation filters designed
using scalar features (most commonly pixel values). Multi-channel
correlation filters [20] are similar to vector correlation filter (VCF)
in the core of the study. A multi-channel image correlated/con-
volved with a multi-channel filter gives a single-channel response.
In [22], authors extended the CSK tracker with color names (CN).
Color names have good balance between photometric invariance
and discriminative power and have shown been suitable for object
recognition [23].
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In this paper, we propose the usage of discriminative color
descriptors to improve the tracking performance of the traditional
correlation filters tracker. Discriminative color descriptors (DD) are
compact and efficient, which is designed by Khan et al. [24]. The
discriminative descriptor (DD) was found to outperform various
other pure color descriptors and the color names descriptor
[25,26]. Moreover, our tracker incorporates scale estimation into
the traditional correlation filters, which results in increased track-
ing performance. Adding this technique helps the capability to
handle target scale changes. Extensive experiments demonstrate
that the proposed tracking algorithm is able to outperform state-
of-the-art trackers on various challenging videos. Fig. 1 shows
screenshots of sampled tracking results. Only top five trackers on
success rate are presented.

The remainder of this paper is organized as follows. In Section 2,
we review the CSK tracker based on a traditional correlation filter
framework. In Section 3, we describe our approach. In Section 4, we
show experimental results. Finally, we present our conclusions.

2. The CSK tracker

Correlation filters have shown superior performance on a num-
ber of computer vision problems. The CSK tracker [18] is based
upon a kernelized single-channel correlation filter and runs at hun-
dreds of frames-per-second. In the CVPR2013 object tracking
benchmark, the CSK tracker has shown to obtain competitive per-
formance and the highest speed. In this section, we briefly describe
the CSK tracker.

2.1. Training Samples and Labels

Training Samples and Labels are used as inputs of the classifier.
A set of image patches are obtained around the target center,
which are referred to as training samples. The image patch x of size
m0 � n0 is training sample and its corresponding confidence score is
y. The label in a large majority of trackers is a binary value in gen-
eral. In this paper, the labels computing by a Gaussian function are
continuous values. The confidence score will be 1 near the object
center, and is gradually reduced to 0 as far away from the target.
The total of locations is m0 � n0.

The label of ith location is,

yi ¼ expð�0:5=s2 � ðr2i þ c2i ÞÞ ð1Þ

where the spatial bandwidth s ¼ ffiffiffiffiffiffiffiffiffiffi
m0n0p

=16, and the ri and ci repre-
sent the horizontal and vertical pixel differences between location
and target center.

2.2. Training

Training Samples and Labels ðx1; y1Þ; . . . ; ðxm; ymÞ are used as
inputs of the classifier. A classifier f(x) is trained by finding the
parameter w which minimizes the cost function. The cost function
minimization problem is written as:

min
f

Xm
i¼1

Lðyi; f ðxiÞÞ þ kjjwjj2 ð2Þ

where Lðy; f ðxÞÞ is a loss function, and k is a parameter for regular-
ization. Regularized Least Squares (RLS) uses the quadratic loss

Lðy; f ðxÞÞ ¼ ðy� f ðxÞÞ2.
The kernel trick can convert inputs to a higher dimensional fea-

ture space. The kernel is defined as kðx; x0Þ ¼ huðxÞ;uðx0Þi, where
uðxÞ is a mapping. The solution w ¼PiaiuðxiÞ is a linear combina-
tion of the training samples. The online classifier coefficients are

updated by updating the solution w over time. So, the goal is to
find the solution w.

2.3. Simple closed form solution

The simple closed form solution of RLS with Kernels (KRLS):

a ¼ ðK þ kIÞ�1y ð3Þ
where K is the kernel matrix with elements Kij ¼ kðxi; xjÞ, and I is the
identity matrix. The vector y has elements yi.The k is a parameter
for regularization. Under suitable conditions, the kernel matrix
becomes circulant. The properties of circulant matrices make them
particularly amenable to manipulation, since their sums, products
and inverses are also circulant. This makes online learning more
efficient.

The simplest kernel is linear kernel. The form of linear kernel is
kðx; x0Þ ¼ hx; x0i. There are some other kernel functions. The Gaus-
sian Kernel is used in the CSK tracker.

Using circulant matrices, the Fast Fourier Transform can be used
in fast training and detection. The cost function minimization
problem has the simple closed form solution:

a ¼ F�1 FðyÞ
FðkÞ þ k

� �
ð4Þ

where F and F�1 denote the Fourier transform and Fourier inverse
transform respectively.

In summary, the goal has changed to find the vector a. The solu-
tion w is implicitly represented by the vector a.

2.4. Fast detection

In the new frame, a grayscale patch z of size m0 � n0 is obtained
in a search region around object location. The Kernel classifier can
detect quickly with the Fast Fourier Transform (FFT). A classier
response is computed for each single input. All the responses are
evaluated simultaneously. The confidence map of the target center
is obtained by,

ŷ ¼ F�1ðFðkÞ � FðaÞÞ ð5Þ
where k is a vector with elements ki ¼ kðzi; x̂Þ, F and F�1 denote the
Fourier transform and Fourier inverse transform respectively. The
learned target appearance x̂ is updated overtime. The best object
location can be estimated by maximizing the confidence map.

3. Our approach

The goal of our approach is to improve the tracking perfor-
mance of the CSK tracker. We propose the usage of discriminative
color descriptors to improve the tracking performance. Moreover,
our tracker incorporates scale estimation into the traditional corre-
lation filters, which results in increased tracking performance. The
details of our approach are described as follows.

3.1. Discriminative color descriptors for tracking

The right features are exactly those that make the tracker work
best. Color descriptors have been successful in many computer
vision applications. Here, we investigate them for the visual track-
ing problem. Discriminative color descriptors (DD) are compact
and efficient, which is designed by Khan et al. [24]. In their paper
they took an information theoretic approach to color description
and clustered color values together based on their discriminative
power in a classification problem. The discriminative color descrip-
tors have two settings, namely 11 and 25 clusters. The descriptor
with 25 dimensions can obtain better tracking performance in
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