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a b s t r a c t

A compressed domain video saliency detection algorithm, which employs global and local spatiotemporal
(GLST) features, is proposed in this work. We first conduct partial decoding of a compressed video bit-
stream to obtain motion vectors and DCT coefficients, from which GLST features are extracted. More
specifically, we extract the spatial features of rarity, compactness, and center prior from DC coefficients
by investigating the global color distribution in a frame. We also extract the spatial feature of texture con-
trast from AC coefficients to identify regions, whose local textures are distinct from those of neighboring
regions. Moreover, we use the temporal features of motion intensity and motion contrast to detect visu-
ally important motions. Then, we generate spatial and temporal saliency maps, respectively, by linearly
combining the spatial features and the temporal features. Finally, we fuse the two saliency maps into a
spatiotemporal saliency map adaptively by comparing the robustness of the spatial features with that of
the temporal features. Experimental results demonstrate that the proposed algorithm provides excellent
saliency detection performance, while requiring low complexity and thus performing the detection in
real-time.

� 2015 Elsevier Inc. All rights reserved.

1. Introduction

Saliency detection is a process to identify regions of interest
(ROIs) in images and video sequences automatically. It can be used
for focusing on ROIs, thus saving limited system resources in image
processing and computer vision applications. For saliency detec-
tion, perceptual features are extracted to measure the significance
of each region and then are combined to create a saliency map, in
which high pixel intensities indicate visually important regions.
Efficient saliency detection techniques can facilitate various tasks
in real-time image and video applications, including image resizing
[1], image segmentation [2], and object recognition [3]. The accu-
racy and the computational complexity are two important factors
in designing a practical saliency detection technique.

Saliency detection techniques for images have been extensively
studied. Itti et al. [4] and Seo and Milanfar [5], respectively, esti-
mate visual saliency using feature differences between a center
patch and its surrounding patches. Li et al. [6,7] detect saliency
by attempting to represent a block as a combination of its neigh-

boring blocks. Harel et al. [8] and Kim et al. [9], respectively, com-
pute visual saliency maps based on random walk models. Also,
saliency detection algorithms, considering spectral properties of
an image, have been proposed in [10–12]. Recently, region-based
saliency detection algorithms have been developed in [13–16],
which first divide an input image into multiple meaningful regions
and then assign saliency levels to those regions.

These algorithms [4–16] are mainly for still images, yet some
algorithms can be applied to video saliency detection. Seo and
Milanfar [5] and Li et al. [6,7] consider spatiotemporal surround-
ings to extract features in video sequences. Harel et al. [8] adopt
frame differences as temporal features. However, the performance
of video saliency detection can be improved by employing motion
information, since human visual system readily perceives object
motions in video frames. Hence, Guo and Zhang [17] use motion
features as well as color and intensity features to describe each
region by using the quaternion representation. Chen et al. [18]
derive a motion attention map to indicate irregular motions. Lee
et al. [19] exploit motion intensity and motion contrast, in addition
to spatial features, in their learning-based video saliency detection
algorithm. Kim et al. [20] detect spatiotemporal saliency maps, by
incorporating a spatial transition matrix and a temporal restarting
distribution, based on the theory of random walk with restart
(RWR).
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Most conventional algorithms for saliency detection extract fea-
tures in the uncompressed domain. However, image and video
contents are, in almost every case, transmitted in compressed for-
mats for reducing the data sizes. The conventional algorithms can-
not be directly applied to the compressed data. Their feature
extraction processes are possible only after the full decoding,
which incurs not only extra computational complexity but also
latency to the saliency detection. In this context, several feature
extraction schemes in the compressed domain have been devel-
oped for a variety of applications, such as video transcoding [21],
video retargeting [22], and object recognition [23]. Furthermore,
recently, image and video saliency detection algorithms in the
compressed domain [24–27] have been developed.

In this paper, we propose a compressed domain video saliency
detection algorithm using global and local spatiotemporal (GLST)
features. We extend our preliminary work [19], which generates
saliency maps by extracting a set of features in the uncompressed
domain. First, we decode a compressed bitstream partially to
reconstruct motion vectors and DCT coefficients. Then, we extract
GLST features from the partially decoded data to quantify visual
saliency of each block. More specifically, the GLST features are
composed of rarity, compactness, center prior, texture contrast,
motion intensity, and motion contrast. The former four are spatial
features derived from DCT coefficients, while the latter two are
temporal features obtained from motion vectors. Also, rarity, com-
pactness, center prior are global features to describe the color dis-
tribution in an entire frame, whereas texture contrast, motion
intensity, and motion contrast are local features to describe local
properties of each block in itself or in comparison with surround-
ing blocks. Finally, we combine these diverse features into an over-
all saliency map adaptively, based on the reliability of each feature.
Experimental results show that the proposed algorithm detects
salient regions effectively and provides comparable or better quan-
titative performance than the conventional algorithms [5–16,27],
even though the proposed algorithm can be executed efficiently
in real-time.

The rest of this paper is organized as follows. Section 2 surveys
saliency detection techniques and compressed domain image and
video processing schemes. Section 3 describes the proposed sal-
iency detection algorithm. Section 4 presents experimental results.
Finally, Section 5 concludes this paper.

2. Related work

2.1. Saliency detection

This section reviews conventional algorithms on image and
video saliency detection, most of which will be compared with
the proposed algorithm experimentally in Section 4.

Itti et al. [4] propose an early algorithm for image saliency
detection based on the center-surround hypothesis that a region,
whose features are distinct from those of surrounding regions, is
salient. They use color, intensity, and orientation features and gen-
erate a saliency map by combining the center-surround differences
of those features. Seo and Milanfar [5] also assume the center-
surround hypothesis, and adopt the self-resemblance measure-
ment to compute the differences between patches. Li et al. [6]
attempt to express a center patch as a sparse linear combination
of surrounding patches. They regard the center patch as salient, if
the sparse representation is unsuccessful and thus the linear
weights require a long coding length. Li et al. [7] also detect sal-
iency by measuring the minimum conditional entropy, which rep-
resents the uncertainty of a patch given its surrounding patches.

Harel et al. [8] propose a saliency detection algorithm using a
random walk model in graph theory. They regard an image block

as a node in the graph, and assume that human eyes tend to move
from one node to another frequently when the two nodes are dis-
similar from each other. Hence, they set the saliency of each block
to be proportional to the visiting frequency of the random walker
to the corresponding node. However, their performance is affected
significantly by the adopted block size. To alleviate this scale sen-
sitivity, Kim et al. [9] apply the RWR theory in order to detect sal-
iency in multiple scales. They use a coarse-to-fine approach, based
on the observation that HVS first catches object appearance
roughly and then recognizes fine details.

Spectral domain algorithms have been proposed in [10–12].
Achanta et al. [10] propose the frequency-tuned approach, which
computes the difference between the Gaussian blurred version of
an image and the average pixel value. Hou and Zhang [11] propose
the spectral residual approach, which exploits spectral singulari-
ties to detect saliency. Schauerte and Stiefelhagen [12] also exploit
the residual spectrum, but they analyze the spectrum using the
quaternion Fourier transform.

Most of the aforementioned algorithms divide an image into
regular patches or blocks, regardless of regionally different charac-
teristics in the feature extraction. To overcome this drawback and
improve the saliency detection performance, region-based algo-
rithms have been proposed in [13–16]. These algorithms group
neighboring pixels, which are similar to one another, into a region
or a superpixel. Cheng et al. [14] compute the feature distances of a
region to the other regions to determine the contrast. Perazzi et al.
[16] extend the Cheng et al.’s algorithm by considering the spatial
variance of a color distribution. Yang et al. [13] assume that bound-
ary regions in an image tend to belong to the background. They
then rank each region based on its similarity to background cues
and discriminate salient foreground regions from the background.
However, because of this boundary prior, their algorithm may fail
to detect salient objects near the boundary. To alleviate this prob-
lem, Zhu et al. [15] adopt the boundary connectivity to detect back-
ground regions more robustly.

These algorithms [4–16] are primarily for image saliency detec-
tion, although they can be used for video saliency detection, e.g. by
computing the saliency map of each frame in a video sequence
independently. To exploit temporal relationship more efficiently
in video saliency detection, Guo and Zhang [17] exploit motion fea-
tures, in addition to color and intensity features, to describe an
input video in the quaternion representation. Chen et al. [18]
detect salient points using the spatiotemporal Harris detector,
and employ them as seeds to extend salient regions in a motion
attention map. Kim et al. [20] adopt RWR to detect spatially and
temporally salient regions.

2.2. Compressed domain image and video processing

In image and video processing, DCT coefficients and motion
vectors are widely used as spatial and temporal features, respec-
tively. Since they can be extracted from a compressed video bit-
stream without the full decoding, various compressed domain
algorithms for image and vision applications have been proposed
[21–23,26,27].

Lin and Lee [21] propose a transcoding system to reduce the bit-
rates of a video bitstream. They truncate DCT coefficients in the
compressed domain to bypass the complete decoding and re-
encoding processes. Zhang et al. [22] conduct video retargeting in
the compressed domain. They estimate visual importance of each
block using motion and texture features, and determine the
content-aware mesh deformation based on the importance map.
Sukmarg and Rao [23] perform object segmentation and detection
in the compressed domain. They partition an image into small
regions using DCT coefficients, and merge those regions based on
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