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a b s t r a c t

Face recognition using Sparse Representation based Classification (SRC) is a new hot technique in recent
years. SRC can be regarded as a generalization of Nearest Neighbor and Nearest Feature Subspace. This
paper first reviews the Nearest Feature Classifiers (NFCs), including Nearest Neighbor (NN), Nearest Fea-
ture Line (NFL), Nearest Feature Plane (NFP) and Nearest Feature Subspace (NFS), and formulates them as
general optimization problems, which provides a new perspective for understanding NFCs and SRC. Then
a locality Weighted Sparse Representation based Classification (WSRC) method is proposed. WSRC
utilizes both data locality and linearity; it can be regarded as extensions of SRC, but the coding is local.
Experimental results on the Extended Yale B, AR databases and several data sets from the UCI repository
show that WSRC is more effective than SRC.

Crown Copyright � 2012 Published by Elsevier Inc. All rights reserved.

1. Introduction

Face recognition has become one of the most intensively inves-
tigated topics in biometrics. Likewise in other fields in pattern rec-
ognition, the identification of faces has been addressed from
different approaches according to the chosen representation and
the design of the classification method. Over the past two decades,
industrial interests and research efforts in face recognition have
been motivated by a wide range of potential applications such as
identification, verification, posture/gesture recognizers and intelli-
gent multimodal systems. The real world face images are typically
with significant lighting, expression, pose, etc. variations. The ro-
bust face recognition remains a very challenging task.

Beyond the preprocessing (face detection and face alignment), a
common face recognition system consists of two stages: (i) feature
extraction: numerous methods have been proposed to project data
to a low dimensional feature subspace, e.g. PCA [1], LDA [2] and LPP
[3] and (ii) classifier construction and label prediction. Usually
Nearest Neighbor (NN) [4] and Nearest Feature Subspace (NFS)
[5–7] are used. However, NN classifies the query image by only
using its Nearest Neighbor in the training data; therefore it can
easily be affected by noise. NFS approximates the query image by
using all the images belonging to the same class, and predicts the
image to the class which minimizes the reconstruction error. But
NFS may fail for the case where classes are highly correlated to each
other. To overcome these problems, a Sparse Representation based

Classification (SRC) [8] method was proposed. A query image is first
sparsely coded over the template images, and then the classifica-
tion is performed by checking which class yields the least coding
errors. SRC is robust to occlusion, illumination and noise, and
achieves excellent performance. It boosted the research of sparsity
based face recognition. Elhamifar and Vidal [9] proposed a more
robust classification method using structured sparse representa-
tion, while Gao et al. [10] introduced a kernelized version of SRC.
Qiao et al. [11] proposed a sparsity preserving projection method
which was unsupervised while Lu [12] provided a supervised
dimensionality reduction method for SRC. Cheng et al. [13]
discussed the ‘1-graph based image analysis. A recent review of
sparse representation based machine learning can be found in [14].

For general pattern classification problems such as dimensional-
ity reduction, classification, clustering, etc., the locality structure of
data has been observed to be critical [15,16]. NN utilizes the locality
structure of data, while NFS and SRC uses the linearity structure of
data. It has been shown that in some case locality is more essential
than sparsity but the original sparse coding does not guarantee to
be local which lead to unstable. In order to overcome this problem,
we present an extension of SRC, called Weighted Sparse Representa-
tion based Classification (WSRC). WSRC integrates the locality struc-
ture of data into sparse representation in a unified formulation.

The remainder of this paper is organized as follows: Section 2
reviews the SRC algorithm, and a serious of related work Nearest
Feature Classifiers (NFCs). Section 3 presents the WSRC method
and discusses the relationships between WSRC, SRC and NFCs.
The experimental results are presented in Section 4. Finally, we
conclude this paper in Section 5.
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2. Nearest Feature Classifiers and Sparse Representation based
Classification

Given sufficient C classes training samples, a basic problem in
pattern recognition is to correctly determine the class which a
new coming (test) sample y belongs to. We arrange the nc training
samples from the cth class as columns of a matrix Xc ¼
½Xc

1; . . . ; xc
nc
� 2 Rm�nc where m is the dimension. Then we obtain

the training sample matrix X ¼ ½X1; . . . ;Xc� 2 Rm�n where n ¼
PC

c¼1nc is the total number of training samples.

2.1. Nearest Feature Classifiers

In a sense, SRC can be considered as a generalization of popular
classifiers such as NN and NFS. It strikes a balance between NN and
NFS, which is similar to Nearest Feature Line (NFL) [17] and Nearest
Feature Plane (NFP) [18]. For the convenience of latter discussion,
we briefly review the NFCs, including NN, NFL, NFP and NFS.

NN is the simplest nonparametric method for classification, it
assigns the label of the test sample by its Nearest Neighbor. NFL
is an extension of NN which classifies the test sample by assigning
it the class label according to the Nearest Feature Line. NFP further
uses a feature plane instead of feature line. NFS uses all the data
points in each class to span a subspace and classifies the test sam-
ple to the nearest subspace.

Generally speaking, NFL classifier is supposed to handle more
variations than NN, NFP should capture more variations of each
class than NFL and NFS should handle more variations than NFP.
So, it is expected that NFL outperforms NN, NFP performs better
than NFL and NFS is more accurate than NFP. It was suggested that
the improvement gained by using feature lines is due to their fac-
ulty to expand the representational ability of the available feature

points, accounting for new conditions not represented by the origi-
nal set.

The differences between different NFCs are their representa-
tional ability for query point. As shown in Table 1, we formulate
the NFCs as the optimization problems, which is a new perspective
for understanding NFCs and their relationships. NFCs have the
same objective function and decision rule. They match well from
optimization to classification. The differences between NFCs re-
flected in constrains. Different NFCs use different number of points
of each class to represent the query point. NN uses only one, NFL
uses two, NFP uses three, and NFS uses all the points of each class.
In this sense, NN can be called Nearest Feature Point. Different num-
ber of points used in each class for representing the query point re-
sults to different representational ability. The more data points of
each class are used, the more powerful of their representational
ability, and the more variations they can capture.

2.2. Sparse Representation based Classification

SRC is based on the assumption that the training samples from a
single class do lie on a subspace. Any new (test) sample y from the
same class will approximately lie in the linear span of the training
samples associated with object c

Y ¼ Xcac
0

Since c is unknown, the linear representation of y can be rewritten
in terms of all training samples as

y ¼ Xa0;

where a0 ¼ ½0T ;acT
0 ;0

T � is a coefficient vector, the nonzero entries of
which associated with the cth class. Motived by the sparse coeffi-
cient, SRC aims to solve the following ‘0-minimization problem:

Table 1
A general formulation of NFCs, SRC and WSRC.

Methods Objective function Constrains Decision rule

NN minfacg
PC

c¼1jjy� Xcac jj jjac jj0 ¼ 1; 1Tac ¼ 1; c ¼ 1; . . . ;C minc jjy� Xcac jj
NFL jjac jj0 ¼ 2; 1Tac ¼ 1; c ¼ 1; . . . ;C
NFP jjac jj0 ¼ 3; 1Tac ¼ 1; c ¼ 1; . . . ;C
NFS –
SRC mina jjajj1 y = Xa or jjy� Xajj 6 e
WSRC mina jjWajj1

Table 2
Recognition rates of NN, NFS, SRC and WSRC on Extended Yale B database: (a) Eigenfaces; (b) Randomfaces; (c) Fisherfaces.

Dimension 30 56 120 504

(a) Eigenfaces
NN 83.12 90.89 94.19 93.99
NFS 89.95 92.70 93.96 94.74
SRC 85.48 92.54 95.84 98.59
WSRC 88.07 94.51 96.94 98.51

Dimension 30 56 120 504

(b) Randomfaces
NN 71.11 74.10 79.98 82.18

NFS 82.42 91.02 93.56 94.43
SRC 84.38 90.82 94.82 97.33

WSRC 86.26 91.84 95.45 97.65

Dimension 5 10 15 20 25 30 35

(c) Fisherfaces
NN 55.81 73.16 79.75 82.34 83.83 84.14 86.03
NFS 48.59 69.78 78.65 80.61 82.97 83.44 84.54
SRC 48.04 69.00 77.94 80.93 83.44 84.30 86.34
WSRC 49.14 70.02 78.57 81.16 82.97 84.46 86.50
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