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a b s t r a c t

This paper presents a new approach to interval type-2 fuzzy clustering. In order to consider compactness
within the clusters and separation of them simultaneously, the objective function of this paper is
designed such that it generates both degrees of membership and non-membership of each data in each
cluster, and integrates them using credibility concept. Also, a new approach to separation of clusters is
proposed and utilized in designing the objective function. In this approach, the borders of clusters and
therefore their compactness contribute in attaining their separation. So, the separation of clusters is not
assessed only by the distance of their centers. The credibility degrees are transformed to interval type-2
form to handle different sources of uncertainty. Finally, a new validity index to characterize the number
of clusters based on proposed approach to separation of clusters and Choquet integrals are proposed. The
advantages of paper contributions are illustrated using several examples.

& 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Clustering an unlabeled data set X¼{x1,x2,…,xN}DRP into c
(1ocoN) subgroups, partitions them so that each data is assigned
to one subgroup. Each member of partition matrix U, uik is degree of
belonging xk to the ith cluster (1rirc). Each cluster has following
properties [1]:

Homogeneity within the clusters, i.e., data that belong to the
same cluster should be as similar as possible; Heterogeneity
between clusters, i.e., data that belong to different clusters should
be as different as possible.

New objective function-based clustering is proposed in this
paper. Generally, the objective function-based clustering models
can be classified into two classes: crisp and fuzzy. In hard (crisp)
partitioning the degree of belonging xk to the ith cluster is 0 or 1. In
this model each data can be assigned to only one cluster. In fuzzy
clustering models, the uik takes value in [0, 1]. The first fuzzy
objective function-based clustering model, Fuzzy C-Means (FCM),
was proposed by Bezdek in [2]. This model imposes sum of one for
degree of membership of each data to clusters. Although FCM is a
very useful clustering method, its memberships do not always
correspond well to the degrees of belonging of the data, and it may

be inaccurate in a noisy environment [3]. A possibilistic type of
objective function has been proposed by Krishnapuram and Keller
[3] to solve the problem of FCM (Possibilistic C-Means (PCM)) by
relaxing its constraint. Although, PCM is robust to deal with noise
and outlier, sometimes it generates coincident clusters because of
relaxation of the FCM's constraint. By relaxing this constraint, the
degree of belonging of each data to each cluster in PCM is obtained
only considering that cluster. So, belonging each data to each
cluster is independent of the other data and the other clusters.
These two models are the basis of most proposed models.

In this paper a new objective function is designed in which both
degrees of membership and non-membership are taken into account.
This way of designing objective function comes from considering both
compactness within the clusters and their separation in objective
function to fulfill the main purpose of clustering. In this regards, a new
approach to separation of clusters is introduced and applied in
objective function. Also, the credibility concept is utilized to integrate
degrees of membership and non-membership. Then, the interval type-
2 version of proposed model is applied to deal with uncertainty of
fuzzifier m. The other contribution of this paper is developing a new
validity index to obtain cluster numbers. The proposed approach to
separation in addition to Choquet integral is utilized to define this
validity index.

The rest of the paper is organized as following: Literature review
is presented in Section 2. In Sections 3 and 4 the proposed interval
type-2 credibilistic clustering and validity index are explained,
respectively. Experimental results are drawn in Section 5. The
concluded points are presented in Section 6.
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2. Literature review

In this section four subjects are reviewed: first, two popular
objective-function based fuzzy clustering models, FCM and PCM,
are analyzed. Then, credibility-based clustering, interval type-2
fuzzy clustering and then the validity indices are reviewed,
respectively.

2.1. Two basic objective function-based clustering

The most popular models in objective function-based fuzzy
clustering are FCM and PCM. Also, some models have utilized the
credibility theory in objective function. Many models have mod-
ified these three main models.

In FCM, uik is named as membership grade. The model is as
follows [2]:

Min Jm U;V ;Xð Þ ¼
Xc
i ¼ 1

XN
k ¼ 1

uikð Þmd2ik ð1Þ

o
XN
k ¼ 1

uikrN For all i¼ 1;2;…; c and uikA 0;1½ � for all i; k; ð2Þ

Xc
i ¼ 1

uik ¼ 1 for all k¼ 1;…; N ð3Þ

In (1), dik ¼ xk�vi represents the distance of xk to the ith cluster
center vif g. Also, m41 is known as fuzzifier which in most fuzzy
clustering models is applied. With higher values for m the
boundaries between the clusters become softer; with lower values
they get harder [4]. In formulation of membership grade of xk to
ith cluster center, each cluster is inversely dependent on relative
distance of xk to the all c cluster centers (prototypes).

Although FCM is a very useful clustering method, its member-
ships do not always correspond well to the degrees of belonging of
the data, and it may be inaccurate in a noisy environment [3].

Optimal partitions Un of X are taken from pairs Un;Vn
� �

that are
local minimizers of Jm. Approximate optimization of Jm by the FCM
algorithm is based on iteration through the necessary conditions
for its local extrema [5]. It was proved that if dik40 for all i and k,
m41, and X contains at least c distinct point, then (U, V) may
minimize Jm only if [2]:

uik ¼
1Pc

j ¼ 1
dik
djk

� �2= m�1ð Þ; 1r irc; 1rkrN ð4Þ

vi ¼
PN

k ¼ 1 u
m
ik xkPN

k ¼ 1 u
m
ik

; 1r irc ð5Þ

In order to satisfy constraint 3, the noises and outliers should get
high membership degrees. This property of FCM sometimes results
in a distinct cluster which includes the noises and outliers. Since
the problem is minimization of objective function, with relaxation
of constraint 3, the algorithm returns 0 for all uik s. Krishnapuram
and Keller in [3] relaxed the constraint 3 to solve this disadvantage
of FCM in possibilistic C-Means (PCM). They substituted this
constraint with a new constraint 0o Pc

i ¼ 1
uikr1: Also, they chan-

ged the objective function using the concept of possibility theory.
Krishnapuram and Keller in [3] showed that in case of noisy
datasets, the PCM approach creates more robust clustering results
rather than FCM-based methods. This model is [3]

Min Fm U;V ;X; ηð Þ ¼
Xc
i ¼ 1

XN
k ¼ 1

uikð Þmd2ikþ
Xc
i ¼ 1

ηi
XN
k ¼ 1

1�uikð Þm
( )

ð6Þ

0o
XN
j ¼ 1

uijrN for all i; and uijA 0;1½ �for all i and j; ð7Þ

max
i

uij40 for all j ð8Þ

In (6) ηi is a pre-specified constant which determines the distance
at which the membership becomes 0.5. Thus, ηi determines the
“zone of influence” of a point. A point xj will have little influence
on the estimates of the prototype parameters of a cluster if
d2 xk; við Þ is large when compared with ηi [3]. In [3] the authors
proved that

uik ¼
1

1þ d2ik
ηi

� �1= m�1ð Þ; 1r irc; 1rkrN ð9Þ

vi ¼
PN

k ¼ 1 u
m
ik xkPN

k ¼ 1 u
m
ik

; 1r irc ð10Þ

ηi ¼ K
PN

k ¼ 1 u
m
ik d

2
ikPN

k ¼ 1 u
m
ik

; K40 ð11Þ

where in [3] K¼1 has been proposed. The FCM is primarily a
partitioning algorithm. It will find a fuzzy C-partition of a given data
set, regardless of how many “clusters” are actually present in the data
set. In other words, each component of the partition may or may not
correspond to a “cluster.” In contrast, the PCM is a mode-seeking
algorithm, i.e., each component generated by the PCM corresponds to
a dense region in the data set. In the PCM, the prototypes are
automatically attracted to dense regions in feature space as iterations
proceed [6]. However, PCM can be sensitive to the values of the initial
cluster prototypes [7]. Since the membership grade of each data in
each cluster only depends on the distance of it from that cluster, there
is not any information sharing for construction of the clusters. Some-
times this property of PCM leads to create coincident clusters for data
sets with close clusters. There are various researches based on PCM
and FCM. In these researches the authors tried to solve the problems
of these models with modification of objective functions. A significant
point which did not consider in these papers is attending both
compactness within clusters and separation of them in objective
function. In these researches, the compactness of clusters has been
pointed out in objective function, while their separation has been
considered in validity index. Since in each iterations in order to
evaluate the number of clusters, the validity index is evaluated after
clustering, it cannot affect the position of centers, the compactness and
separation of clusters efficiently. The format of proposed objective
function of this paper is similar to FCM and PCM, but it used credibility
measure to combine degrees of membership and non-membership.

2.2. Credibility-based clustering

Here the concept of credibility theory is applied to design a
new objective function which includes compactness within clus-
ters and separation of them, simultaneously. In order to study the
behavior of fuzzy phenomena, credibility theory was introduced
by Liu in [8]. Li and Liu presented a sufficient and necessary
condition for credibility measure in [9].

Definition 1. Credibility measure
Let θ be a nonempty set, and let pðθÞ be the power set of θ. Each

element in pðθÞ is called an event. In order to present an axiomatic
definition of credibility, it is necessary to assign to each event A a
number Cr{A} which indicates the credibility that A will occur. In
order to ensure that the number Cr{A} has certain mathematical
properties of credibility, there are following axioms [9]:
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