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a b s t r a c t

In persistent homology, the persistence barcode encodes pairs of simplices meaning birth and death of
homology classes. Persistence barcodes depend on the ordering of the simplices (called a filter) of the
given simplicial complex. In this paper, we define the notion of “minimal” barcodes in terms of entropy.
Starting from a given filtration of a simplicial complex K, an algorithm for computing a “proper” filter
(a total ordering of the simplices preserving the partial ordering imposed by the filtration as well as
achieving a persistence barcode with small entropy) is detailed, by way of computation, and subsequent
modification, of maximum matchings on subgraphs of the Hasse diagram associated to K. Examples
demonstrating the utility of computing such a proper ordering on the simplices are given.

& 2014 Elsevier Ltd. All rights reserved.

1. Introduction

In recent years persistent homology has successfully been used
to characterize topological properties of given sets and structures
[10]. Persistence and ZigZag barcodes [3] have helped identify
characteristic properties of the underlying space in data mining,
network coverage and social networks. The theory of persistence
has proven to be robust and invariant under small perturbations of
the original state of the data. The algebraic structure of the set of
persistence barcodes viewed as a module is well understood [27],
and various stability theorems are proven in [4] when the space is
equipped with the Wasserstein distance. In particular, it is proven
that the persistence barcode is stable under “noise” that is, small
changes in the function used to create a filtration to compute
persistent homology imply only small changes in the persistence
barcode.

It is obvious that a persistence barcode depends heavily on the
filter considered for such computation. An “interval” in a persis-
tence barcode representation is a horizontal line segment in a
plane whose length is equal to the lifespan of the corresponding
homology class. A typical persistence barcode contains short-lived

intervals representing topological holes (homology classes) which
may not represent real features of the space being analyzed. In
such cases one has to set a “threshold” of significance on the
length of the intervals of the persistence barcode, and this is
normally carried out a posteriori (see, for example, [14] where
authors consider a “simplified” barcode). On the other hand, if
someone examines in depth typical cases where persistent homol-
ogy is used, one will be faced with the inherent problem of “noise”
in the persistence barcodes. A similar problem was posed in [6,12]
where various algorithmic results were presented. Those problems
take the form of non-significant topological holes in sensor
networks and inefficiencies of the filtration coming from the
construction of the Rips (or Čech) complex in data sets.

Motivated by practical applications of persistent homology
computation, our starting point is a given simplicial complex
and an initial filtration. Although the total number of intervals in
a persistence barcode remains invariant (as we will see later), the
lengths of its intervals depend on the selected filter. Since non-
significant intervals (i.e., intervals with short length) may not
imply relevant homological information, we are interested in
looking for a filter which preserves the partial ordering imposed
by the given filtration, in order to minimize the number of
significant intervals and maximize their lengths.

From an information-theoretic viewpoint, and if we interpret
the number of significant intervals as the coding length of a
complex, our goal is to select the most “parsimonious” representa-
tion (also by Occam's razor principle). As is also well known, the
coding length is intimately related to the notion of entropy (i.e., a
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topological entropy of the barcodes in our case). While one would
ideally want to balance the minimization with a penalty term of
the number of non-significant intervals [18], further knowledge of
statistical distribution of the long intervals is required and post-
poned to future work.

This paper completes the work proposed in [12] by providing
additional insights, examples, results and proofs. A new definition
of “minimal barcode” is given using the notion of entropy, and an
algorithm for computing persistence barcodes with small entropy
starting from a given filtration is provided.

The remainder of this paper is organized as follows. Section 2
covers the relevant background material. In Section 3, we give the
definition of minimal barcodes based on the notion of entropy. In
Section 4, an algorithm for computing a filter which preserves the
partial ordering imposed by the filtration and whose associated
persistence barcode has small entropy, is computed on the Hasse
diagram of the poset of faces of a given complex. Section 5 is
devoted to relations between minimal barcodes and discrete
Morse theory. Conclusions and future work are presented in
Section 6.

2. Preliminaries

Homology theory uses algebraic groups to encode the topolo-
gical structure of a simplicial complex K. In general, we will always
consider connected, finite simplicial complexes K (i.e., with m
simplices, mo1) unless stated otherwise.

2.1. Homology

The set of i-simplices, σi (superscript denotes dimension), will
be denoted by Ki. The number of simplices in a set S is denoted by
jSj. The dimension of the simplicial complex is nZ0 if Kna∅ and
Km ¼∅; 8m4n. Finite formal sums of simplices of Ki with coeffi-
cients in a field (called i-chains), define an additive Abelian group
structure on Ki. In our case, the coefficients for those sums belong
to Z2 thus the group of i-chains, CiðK;Z2Þ is a vector space over Z2

with basis elements the simplices of dimension i.
If a simplex σ is a face of another simplex σ0, we write σ!σ0.

We say that σ0 is a coface of σ. A proper face of σAKi, is a face of σof
dimension i�1. The boundary of σ, denoted by ∂ðσÞ is the formal
sum (with coefficients in Z2) of the proper faces of σ. The
boundary operator is extended to all chains of K by linearity.

An i-chain a is an i-cycle if ∂iðaÞ ¼ 0 i.e., a A Ker ∂i; it is an
i-boundary if there is an (iþ1)-chain b such that ∂iþ1ðbÞ ¼ a i.e.,
a A Imð∂iþ1Þ. Two i-cycles a and a0 are homologous if aþa0 is an
i-boundary. Since ∂i∂iþ1 ¼ 0, Imð∂iþ1ÞD Ker ∂i. The quotient of
i-cycles over i-boundaries is the i-th homology group of K i.e.,
HiðKÞ ¼ Kerð∂iÞ=Imð∂iþ1Þ. The elements of Hi(K) are called homology
classes.

Since the considered field of coefficients is Z2, the i-th Betti
number (denoted by βi) is the rank of the i-th homology group of K.

Then, the basic topological structure of K is quantified by the
number of independent classes in each homology group. See
[25,15].

Given a simplicial complex K, a nested sequence of simplicial
complexes

∅¼ K0 � K1 �⋯� Kp�1 � Kp ¼ K

is called a filtration of K. An ordering of the simplices of a simplicial
complex K ¼ fσ1;…;σmg is called a filter if it satisfies the property
that sot whenever σs!σt . Then we can create a filtration by
setting:

Kt ¼ fσ1;…;σtg; for 1rtrm:

2.2. Metric filtrations

Many applications of Computational Topology start with a
cloud of points embedded in Rn. Using a specific radius r one
can then define Alpha-complexes A(r), Čech complexes C(r), and
Rips-complexes R(r). Furthermore, one can obtain a filtration

∅¼ K0 � K1 �⋯� Kp�1 � Kp ¼ K

by gradually increasing r where Ki is AðriÞ, CðriÞ or AðriÞ depending
on the complex K we are creating (Alpha, Čech or Rips-complex)
and riorj if io j (see [7, page 70] and [10]). In particular, all
vertices enter at K0, and Kt and Ktþ1 differ by at least one simplex.

2.3. Lower-star filtrations

In lecture 11 of their course1 in computational geometry and
topology, Edelsbrunner and Kerber argue that if we choose a
reasonable filtration, we can learn more about a complex than just
analyzing its Betti numbers. They propose the creation of a
filtration given some function on the vertices. Examples of these
are the grayscale value of images, or height information in
geographical data.

Let K be a simplicial complex with distinct real values specified
at their vertices h : K0-R. We can then order the vertices by an
increasing function value as hðv1Þo⋯ohðvm0 Þ where m0 ¼ jK0j.
Each simplex σ has a unique maximum vertex vmax, i.e.,

hðvmaxÞ ¼maxfhðvÞ : vAK0 and v!σg
The lower star filtration of h [7, Section VI.3] is the nested sequence
of complexes ∅¼ K0 � K1 �⋯� Km0 ¼ K such that:

Kt\Kt�1 ¼ fσAK : maximum vertex of σ is vtg
In particular, Kt and Ktþ1 differ by at least one simplex since each
simplex has a unique maximum vertex.

2.4. Persistent homology

Persistent homology [6,27] studies homology classes and their
“lifetimes” (persistence) along a nested sequence of objects
(simplicial complexes in our case).

Given a filter of K, the algorithm for computing persistence
barcodes that appears in [6], marks an i-simplex σt as positive
(birth) if it belongs to an i-cycle in Kt ¼ fσ1;…;σtg (i.e., σt creates a
new homology class at time t) and negative (death) otherwise (i.e.,
σt destroys a homology class created at some time s for 0rsot).

Given a filter fσ1;…;σmg, a persistence barcode [3] is a graphical
representation of pairs of birth and death times, as a collection of
horizontal line segments (intervals) in a plane. If a simplex σs
creates a homology class at time s (the index in the filter) which is
destroyed at time t, 0rsotrm, then the interval ½s; tÞ is added to
the corresponding persistence barcode. If a simplex σs, 0rsrm
creates a homology class at time s which survives along the
process, then the interval ½s;1Þ is added to the persistence
barcode. For a fixed i, the i-barcode is the set of intervals of a
given persistence barcode corresponding to the pairs of positive
i-simplices and negative (iþ1)-simplices of K. See [3]. The follow-
ing lemma holds.

Lemma 1. Independent of the selected filter of a simplicial complex
K, the number of intervals in an i-barcode, 0r irn, is

βiþ ∑
n

j ¼ iþ1
ð�1Þiþ1� jðjKjj�βjÞ;

1 http://www.pub.ist.ac.at/courses/2012/computationalgeometryandtopology/
Lectures/Lecture-11.pdf
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