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a b s t r a c t

In this paper, we address the problem of constrained clustering along with active selection of clustering
constraints in a unified framework. To this aim, we extend the improved possibilistic c-Means algorithm
(IPCM) with multiple kernels learning setting under supervision of side information. By incorporating
multiple kernels, the limitation of improved possibilistic c-means to spherical clusters is addressed by
mapping non-linear separable data to appropriate feature space. The proposed method is immune to
inefficient kernels or irrelevant features by automatically adjusting the weight of kernels. Moreover,
extending IPCM to incorporate constraints, its strong robustness and fast convergence properties are
inherited by the proposed method. In order to avoid querying inefficient or redundant clustering
constraints, an active query selection heuristic is embedded into the proposed method to query the most
informative constraints. Experiments conducted on synthetic and real-world datasets demonstrate the
effectiveness of the proposed method.

& 2014 Elsevier Ltd. All rights reserved.

1. Introduction

In recent years, constrained clustering has been emerged as an
efficient approach for data clustering and learning the similarity
measure between patterns [1]. It has become popular because it can
take advantage of side informationwhen it is available. Incorporating
domain knowledge into the clustering by adding constraints enables
users to specify desirable properties of the result and improves the
robustness of clustering algorithm.

The first introduction of constrained clustering to the machine
learning [2] focused on the use of instance-level pairwise constraints.
Pairwise constraints specify whether two objects belong to the same
cluster or not, known as the must-link (ML) constraints and the
cannot-link (CL) constraints, respectively. Recent techniques in con-
strained clustering include integrating both clustering algorithm and
learning the underlying similarity metric in a uniform framework [3],
joint clustering and distance metric learning [4], topology preserving
distances metric learning [5], Kernel approaches for metric learning
[6], learning a margin-based clustering distortion measure using
boosting [7], learning Mahalanobis distances metric [8,9], learning
distances metric based on similarity information [10], and learning a
distance metric transformation that is globally linear but locally non-
linear [11], to mention a few.

Existing methods in constrained clustering reported the cluster-
ing performance averaged over multiple randomly generated con-
straints [2,5,7,8]. Random constraints do not always improve the
quality of results [12]. In addition, averaging over several trials is not
possible in many applications because of the nature of problem or
the cost and difficulty of constraint acquisition. An alternative to get
the most beneficial constraints for the least effort is to actively
acquire them. There is a small range of studies on active selection of
clustering constraints based on: “farthest-first” strategy [13], hier-
archical clustering [14], theory of spectral decomposition [15], fuzzy
clustering [16], Min–Max criterion [17], graph theory [18], and
boundary information of data [19]. These methods choose constraints
without considering how the underlying clustering algorithm utilizes
the selected constraints. If we choose constraints independent of the
clustering algorithm, it will have better performance for some
algorithms but perform worse for some others.

This paper proposes a unified framework for constrained cluster-
ing and active selection of clustering constraints. It integrates the
improved possibilistic c-Means (IPCM) [20] with a multiple kernels
learning setting under supervision of side information. The proposed
method attempts to address the limitation of IPCM to spherical
clusters by incorporating multiple kernels. In addition, it immunizes
itself to inefficient kernels or irrelevant features by automatically
adjusting weight of kernels in an alternative optimization manner.
In order to avoid querying inefficient or redundant constraints, an
active query selection heuristic is embedded into the proposed
method based on the measurement of Type-II mistake in clustering.
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This heuristic attempts to query the most informative set of const-
raints based on the current state of the clustering algorithm. Alto-
gether, the proposed method attempts to have the whole robustness
against noise and outliers, immunization to inefficient kernels or
irrelevant features, fast convergence rate, and selection of useful set
of constraints in a unified framework. Experiments conducted on
synthetic and real-world datasets demonstrate the effectiveness of
the proposed method.

The rest of this paper is organized as follows: a brief overview
of fuzzy clustering is provided in Section 2. We then introduce the
proposed method in Section 3 and the proposed embedded active
constraint selection heuristic is given in Section 4. Experimental
results and time complexity analysis are presented in Section 5.
Discussion on the proposed method is presented in Section 6. This
paper concludes with conclusions and future works in Section 7.

2. Fuzzy clustering

Many clustering algorithms have been proposed over the past
decades which perform hard clustering of data [21–24]. On the
other hand, clusters may overlap in many real-world problems so
that many items have the characteristics of several clusters [25]. In
order to consider the overlaps among clusters, it is more natural to
assign a set of memberships to each item, one for each cluster. This
method is called fuzzy clustering. Fuzzy c-Means (FCM) algorithm
is one of the most promising fuzzy clustering methods, which in
most cases is more flexible than the corresponding hard clustering
[26]. Given a dataset, X ¼ fx1;…; xNg, where xiARl and l is the
dimension of feature vector, FCM partitions X into C fuzzy parti-
tions by minimizing the following objective function:

JFCMðU;VÞ ¼ ∑
C

c ¼ 1
∑
N

i ¼ 1
um
ci d

2
ci ð1Þ

where V ¼ ðv1;…; vCÞ is a C-tuple of prototypes, d2ci is the distance
of feature vector xi to prototype vc , i.e. Jxi�vc J2, N is the total
number of feature vectors, C is the number of partitions, uci is the
fuzzy membership of xi in partition c satisfying ∑C

c ¼ 1uci ¼ 1, m is a
quantity controlling the clustering fuzziness, and U � ½uci� is a C �
N matrix called fuzzy partition matrix, which satisfies three
conditions uciA ½0;1� for all i and c, ∑N

i ¼ 1uci40 for all c, and
∑C

c ¼ 1uci ¼ 1 for all i. The original FCM uses the probabilistic
constraint that the memberships of a data point across all parti-
tions sum to one. While this is useful in creation of partitions, it
makes FCM very sensitive to outliers or noise. Krishnapuram et al.
proposed the possibilistic c-Means (PCM) clustering algorithm by
relaxing the normalized constraint of FCM [27]. PCM minimizes
the following objective function for clustering:

JPCMðT ;VÞ ¼ ∑
C

c ¼ 1
∑
N

i ¼ 1
tpcid

2
ciþ ∑

C

c ¼ 1
ηc ∑

N

i ¼ 1
ð1�tciÞp ð2Þ

where tci is the possibilistic membership of xi in cluster c, T � ½tci� is a
C � N matrix called possibilistic partition matrix, which satisfies two
conditions tciA ½0;1� for all i and c and ∑N

i ¼ 1tci40 for all c, p is a
weighting exponent for the possibilistic membership, and ηc are
suitable positive numbers. The first term of JPCMðT ;VÞ demands that
the distances from data points to the prototypes be as low as
possible, whereas the second term forces tci to be as large as possible.
PCM determines a possibilistic partition, in which a possibilistic
membership measures the absolute degree of typicality of a point in
a cluster. PCM is robust to outliers or noise, because a far away noisy
point would belong to the clusters with small possibilistic member-
ships, and consequently it cannot affect the resulting clusters
significantly. However, its performance depends highly on a good
initialization and has the undesirable tendency to produce coincident
clusters. Zhang et al. proposed the improved possibilistic c-Means

(IPCM) with strong robustness and fast convergence rate [20]. IPCM
integrates FCM into PCM, so that the improved algorithm can
determine proper clusters via the fuzzy approach while it can achieve
robustness via the possibilistic approach. IPCM partitions X into C
fuzzy partitions by minimizing the following objective function:

JIPCMðT ;U;V Þ ¼ ∑
C

c ¼ 1
∑
N

i ¼ 1
um
ci t

p
cid

2
ciþ ∑

C

c ¼ 1
ηc ∑

N

i ¼ 1
um
ci ð1�tciÞp ð3Þ

Dealing with spherical clusters is the most important limitation of
IPCM that can be eliminated by integration of IPCM with multiple
kernels learning setting.

3. The proposed method

In the previous section, IPCM was explained as an efficient
algorithm for data clustering dealing with partially overlapping
clusters and noisy datasets. While IPCM is a popular soft clustering
method, its effectiveness is largely limited to spherical clusters and
cannot deal with complex data structures. Also, IPCM does not
take side information into account to be used for constrained
clustering. To provide a better clustering result, we propose a
clustering algorithm that not only can deal with the linear
inseparable and partially overlapping dataset, but also gets a
better clustering accuracy under the noise interference. Also, the
proposed algorithm is able to incorporate domain knowledge into
the clustering algorithm to take advantage of the side information.
To this aim, a new objective function is introduced to consider
these issues.

To consider partially overlapped clusters and noise interference, the
idea of IPCM is embedded into the new objective function. In order to
take into account the side information, the objective function of IPCM
is extended by two extra terms for the violation of the side informa-
tion. Also, by applying multiple kernels setting, we attempt to address
the problem of dealing with non-linear separable data, namely by
mapping data with non-linear relationships to appropriate feature
spaces. On the other hand, Kernel combination, or selection, is crucial
for effective kernel clustering. Unfortunately, for most applications, it is
not easy to find the right combination of the similarity kernels.
Therefore, we propose a constrained multiple kernel imp-
roved possibilistic c-means (CMKIPCM) algorithm in which IPCM
algorithm is extended to incorporate the side information with a
multiple kernels learning setting. By incorporating multiple kernels
and automatically adjusting the kernel weights, CMKIPCM is immune
to ineffective kernels and irrelevant features. This makes the choice of
kernels less crucial. Let ψðxÞ ¼ω1ψ1ðxÞþω2ψ2ðxÞþ⋯þωMψMðxÞ be a
non-negative linear combination of M base kernels in kernel space Ψ
to map data to an implicit feature space. The proposed method
minimizes the following objective function for constrained clustering:

JCMKIPCMðw; T ;U;VÞ ¼ ∑
C

c ¼ 1
∑
N

i ¼ 1
um
ci t

p
ciðψðxiÞ�vcÞT ðψ ðxiÞ�vcÞ
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whereM is the set of must-link constraints and C is the set of cannot-
link constraints. vcARL is the center of cth cluster in the implicit L-
dimensional feature space and V � ½vc�L�C is a L� C matrix whose
columns correspond to cluster centers. w¼ ðω1;ω2;…;ωMÞT is a
vector consisting of kernel weights, which satisfies the condition
∑M

k ¼ 1ωk ¼ 1. U � ½uci�C�N is the fuzzy membership matrix whose
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