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a b s t r a c t

In this paper, we propose a novel two-level hierarchical framework for three-dimensional (3D) skeleton-
based action recognition, in order to tackle the challenges of high intra-class variance, movement speed
variability and high computational costs of action recognition. In the first level, a new part-based clus-
tering module is proposed. In this module, we introduce a part-based five-dimensional (5D) feature
vector to explore the most relevant joints of body parts in each action sequence, upon which action
sequences are automatically clustered and the high intra-class variance is mitigated. In the second level,
there are two modules, motion feature extraction and action graphs. In the module of motion feature
extraction, we utilize the cluster-relevant joints only and present a new statistical principle to decide the
time scale of motion features, to reduce computational costs and adapt to variable movement speed. In
the action graphs module, we exploit these 3D skeleton-based motion features to build action graphs,
and devise a new score function based on maximum-likelihood estimation for action graph-based
recognition. Experiments on the Microsoft Research Action3D dataset and the University of Texas Kinect
Action dataset demonstrate that our method is superior or at least comparable to other state-of-the-art
methods, achieving 95.56% recognition rate on the former dataset and 95.96% on the latter one.

& 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Action recognition is an active research topic that focuses on
labeling a motion sequence as one of the known actions. It can be
widely applied in human–computer interaction, health care, video
surveillance, etc. In order to achieve high accuracy and great
robustness for real-world applications, an action recognition sys-
tem has to overcome three challenges: high intra-class variance
with low inter-class variance, variable movement speed, and high
computational costs. As shown in Fig. 1, people may perform the
same action of Side Boxing in quite different ways, by using one
hand or two hands, leading to high intra-class variance. Mean-
while, people may also perform the same action with variable
movement speed, as demonstrated in Fig. 2.

Prior to 2010, many color image-based methods of action
classification had been studied [1]. However, these methods have
relatively low recognition accuracies and thus they are unable to
be applied in real-world applications.

The situation has been much improved as technologies on
depth imaging advance quickly [2–5]. Recent works of action
recognition could be divided into two types, depth map-based

methods [6–10] and 3D skeleton-based methods [11–22]. The
former directly takes sequences of depth maps as input, while the
latter utilizes 3D skeleton sequences inferred from depth maps.
Fig. 3 shows the color image, depth image and 3D skeleton
acquired from a Kinect sensor.

Depth map-based methods extract features from depth maps to
describe the human poses and model the transition of poses. The
widely-used features include sampled 3D points from silhouettes
[6,7], histograms of oriented gradients [8], histogram of oriented
4D normals [9], histogram of oriented principal components [10],
etc. However, the extraction of these features is often time-con-
suming, making them hardly applicable in real-time scenarios.

In fact 3D human skeleton, which could be reliably estimated
from depth maps in real time [23–25], is an efficient and concise
surrogate to describe the human poses. In most 3D skeleton-based
methods [11,12,14,16,18,21], motion features are represented by
pair-wise differences of joint positions within the current frame or
between the current frame and the previous frames. Hence motion
features extracted from 3D skeleton can efficiently model the
action dynamics. Kapsouras et al. [21] further considered the time
scale for motion features to fit various movement speeds. How-
ever, no principle has been supplied yet for how to determine the
time scale. Some other histogram-based features are also pro-
posed, like histograms of 3D joints [13], space time pose [17],
histogram of oriented displacements [15], points in a Lie group
[19], etc.
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Fig. 1. An illustrative example of high intra-class variance. Two panels present skeleton sequence diagrams of action Side Boxing sampled at 10 fps.

Fig. 2. An illustrative examples of variable movement speed. Two panels present skeleton sequence diagrams of action Side Boxing sampled at 10 fps.

Fig. 3. Depth image, skeleton and color image. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this paper.)
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