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a b s t r a c t

In this paper, we propose a new approach to interactive image segmentation via kernel propagation (KP),
called KP Cut. The key to success in interactive image segmentation is to preserve characteristics of the
user's interactive input and maintain data-coherence effectively. To achieve this, we employ KP which is
very effective in propagating the given supervised information into the entire data set. KP first learns a
small-size seed-kernel matrix, and then propagates it into a large-size full-kernel matrix. It is based on a
learned kernel, and thus can fit the given data better than a predefined kernel. Based on KP, we first
generate a small-size seed-kernel matrix from the user's interactive input. Then, the seed-kernel matrix
is propagated into the full-kernel matrix of the entire image. During the propagation, foreground objects
are effectively segmented from background. Experimental results demonstrate that KP Cut effectively
extracts foreground objects from background, and outperforms the state-of-the-art methods for
interactive image segmentation.

& 2014 Elsevier Ltd. All rights reserved.

1. Introduction

An important goal of image segmentation is to separate the desired
foreground objects from the background. However, the color and
texture features in natural images are generally very complex. Thus,
the automatic segmentation of foreground objects from the complex
background is a very difficult task [1–9]. Currently, semi-automatic
segmentation methods incorporating simple user interaction have
been actively studied [1,5–7,10,11]. Interactive image segmentation
aims to extract foreground objects in complex scenes using the simple
user interaction. In interactive image segmentation, the user's inter-
active information is effectively employed for getting some prior
information which leads to good segmentation performance. There-
fore, good performance in interactive image segmentation generally
depends on the accurate segmentation of objects from the background
and efficient handling of the interactive information [1,11].

1.1. Related work

Up to the present, a number of studies have been conducted to
segment foreground objects using the user's interactive information
[1,5–7,10–23]. Boykov and Jolly [14] proposed the interactive graph
cuts based on Graph Cut to extract optimal boundaries and regions
of objects. Graph Cut had been used to find the globally optimal
segmentation of images, and provided good balance of boundary

and region properties in image segmentation. Thus, the interactive
graph cuts achieved robust segmentation even in images where
color distributions of foreground and background are not well
separated. Rother et al. [11] proposed Grab Cut which greatly
improved the interactive graph cuts in terms of user interaction.
To extract foreground objects, Grab Cut only needed simple inter-
action of dragging a rectangle around desired objects. In doing so,
users indicated a region of background, and was free of any need to
mark a foreground region. Lazy Snapping [15] was an interactive
image cutout system which was easy to handle and produced high-
quality foreground extraction results. Lazy Snapping was explicitly
composed of two main parts: object context specification and
boundary refinement. To reduce the computational complexity,
Lazy Snapping combined Graph Cut with watershed segmentation.
Hierarchical graph cuts [16] was also an extended method of Graph
Cut which adopted the coarse-to-fine hierarchical strategy. The
coarse-scale segmentation was performed on the basis of the initial
interactive rectangle, and the accurate boundary extraction was
conducted at the finer scale. The framework of the hierarchical
graph cuts had pyramid structure to guarantee the robustness. Ning
et al. [1] proposed maximal similarity based region merging
(MSRM) using mean-shift segmentation. In MSRM, it was required
that users marked the regions of foreground and background
roughly by lines. Then, MSRM calculated the similarity of different
regions and merged them based on the maximal similarity rule
with the help of the markers. MSRM basically followed a two-step
approach of over-segmentation and classification (i.e., split-and-
merge strategy) which received much attention by many research-
ers. Consequently, the user's interactive information plays an
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important role in interactive image segmentation. To achieve good
foreground extraction, further studies are needed to preserve
characteristics of the user's interactive input and maintain data-
coherence effectively.

1.2. Contributions

In this paper, we propose a new interactive image segmentation
method based on kernel propagation (KP), called KP Cut. To preserve
characteristics of the user's interactive input and maintain data-
coherence effectively, we employ KP for interactive image segmenta-
tion. The KP method first learns a small-size seed-kernel matrix, and
then propagates it into a large-size full-kernel matrix [24]. Because
KP is based on kernel learning, it is very effective in propagating the
user's interactive information into the entire image. First, KP Cut
generates pairwise constraints using the user's interactive informa-
tion. As shown in Fig. 1, users draw green and blue lines interactively
on the segmented image by clicking and dragging with a mouse to
mark foreground or background seeds, respectively. The superpixels,
i.e. image segments, connected to green and blue markers are used to
generate pairwise constraints of must-link and cannot-link, respec-
tively. We use themust-link and cannot-link constraints as supervised
information to learn the global discriminative kernel matrix for
image segmentation. Second, KP Cut makes a small-size seed-kernel
matrix using the pairwise constraints. Finally, the seed-kernel matrix
is propagated into the full-kernel matrix of the entire image, and thus
foreground objects are segmented. KP Cut is different from conven-
tional interactive segmentation approaches in that it uses a learned
kernel matrix from pairwise constraints for image segmentation.
Therefore, experimental results demonstrate that KP Cut effectively
extracts foreground objects from background by preserving inter-
active information and maintaining data-coherence in the learned
kernel matrix. As a result, KP Cut outperforms state-of-the-art
approaches for interactive image segmentation.

1.3. Organization

The rest of the paper is organized as follows: In Section 2, we
briefly review KP which is the basis of this paper. In Section 3, we
describe the proposed KP Cut for interactive image segmentation in
detail. In Section 4, some experimental results and the corresponding
analysis are provided. Finally, we draw conclusions in Section 5.

2. Kernel propagation (KP)

Kernel methods are effectively used in dealing with nonlinear
problems in modern pattern recognition and machine learning.
Recently, kernel learning is receiving much attention because a

learned kernel can fit the given data better than a predefined
kernel [24,25]. In cases where only inner products of the input
data are involved, kernel learning is equivalent to kernel matrix
learning (KML). KP is based on KML and inspired by label
propagation (LP) [26] which propagates the seed labels from the
labeled samples to the unlabeled samples. As shown in Fig. 2, if Kll

is a known seed-kernel matrix, KP aims to propagate Kll to the
other unknown sub-blocks Klu, Kul, and Kuu. Thus, the full-kernel
matrix K is made to be known by KP. KP is formulated to be a
minimization problem as follows:

min
K≽0

: TrðLKÞ

s:t: : gKgT ¼ Kll; g¼ ½Il;0� ð1Þ

where K is reorganized as K ¼ Kll

KT
lu

Klu

Kuu

h i
, of which the sub-part

Kll ¼ gKgT equals to a known seed-kernel matrix and Il is the
identity matrix of indexing the constrained samples. Because
fewer constraints are imposed in (1), less computation is needed
to solve the semi-definite programming problem (SDP) as com-
pared to the pairwise constraint propagation (PCP) [25]. In (1), K
has the decomposition of K ¼ BBT due to its symmetry and positive
semi-definiteness, where B is a real matrix. If we denote B¼ ½BlBu�,
L¼ ½LllLul

Llu
Luu
�, and Q ¼ ½ Il

� L� 1
uu LTlu

�Bl, the solution of (1) is obtained by the

following equation:
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uu
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Eq. (2) is the closed-form solution of (1), and thus Tr(LK) can be
reformulated as follows:

TrðLKÞ ¼ Tr½ðLll�LluL
�1
uu LTluÞKll� ð3Þ

Thus, if we get the seed-kernel matrix Kll, then we obtain the
desired full-kernel matrix K. We denote Xl and Xu as constrained

Fig. 1. Example of KP Cut. Left: original image. Middle: simple user interaction (green lines are foreground markers while blue lines are background ones). Right: foreground
extraction results. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this article.)

Fig. 2. Kernel propagation (KP), redrawn from [24]. An unknown full-kernel matrix
K is split into four sub-blocks Kll, Klu, Kul, Kuu. Given a seed-kernel matrix Kll, KP aims
to propagate Kll into the other unknown blocks Klu, Kul, and Kuu; thus making the
full-kernel matrix K to be known.
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