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a b s t r a c t

This paper presents a method for improved ensemble learning, by treating the optimization of an
ensemble of classifiers as a compressed sensing problem. Ensemble learning methods improve the
performance of a learned predictor by integrating a weighted combination of multiple predictive models.
Ideally, the number of models needed in the ensemble should be minimized, while optimizing the
weights associated with each included model. We solve this problem by treating it as an example of the
compressed sensing problem, in which a sparse solution must be reconstructed from an under-
determined linear system. Compressed sensing techniques are then employed to find an ensemble
which is both small and effective. An additional contribution of this paper, is to present a new
performance evaluation method (a new pairwise diversity measurement) called the roulette-wheel
kappa-error. This method takes into account the different weightings of the classifiers, and also reduces
the total number of pairs of classifiers needed in the kappa-error diagram, by selecting pairs through a
roulette-wheel selection method according to the weightings of the classifiers. This approach can greatly
improve the clarity and informativeness of the kappa-error diagram, especially when the number of
classifiers in the ensemble is large. We use 25 different public data sets to evaluate and compare the
performance of compressed sensing ensembles using four different sparse reconstruction algorithms,
combined with two different classifier learning algorithms and two different training data manipulation
techniques. We also give the comparison experiments of our method against another five state-of-the-
art pruning methods. These experiments show that our method produces comparable or better accuracy,
while being significantly faster than the compared methods.

& 2014 Elsevier Ltd. All rights reserved.

1. Introduction

The idea of ensemble learning methods is to build an improved
predictive model by integrating the decisions of multiple classifiers.
An overall decision is computed by taking a weighted vote of the
decisions of each individual classifier within the ensemble. Given
the same amount of information, an ensemble decision can often be
better than the decision from any single classifier. Firstly, several
different weak individual classifiers are generated, then they are
weighted and a better classifier is obtained by combining their
predictions.

Ensemble methods have already generated significant attention,
and a number of ensemble algorithms has been proposed during the
past two decades [1–5]. However, a difficulty with existing ensemble
learning algorithms is that they often generate a large number of
classifiers within each ensemble. Much more memory [6,7] is needed

to store these large ensembles and much more computation time is
also needed to predict the classification of each new unlabelled data
point. These two extra costs may appear negligible when ensemble
learning is applied to small data sets, but they may become serious
with large scale data sets. It is not uncommon to see a large scale
implementation of ensemble learning generating thousands of
individual classifiers, e.g. [8].

However, both theoretical and empirical evidence [1,7,9–11]
suggest that larger ensembles are not necessarily better, and
indeed a smaller ensemble size can often achieve better perfor-
mance than a larger ensemble. Therefore, it is useful to obtain an
ensemble which both minimizes the number of individual classi-
fiers, and also maximizes the classification accuracy of the overall
ensemble. Many pruning methods have been proposed to prune
unnecessary classifiers and to obtain the optimal sub-set of
classifiers for ensemble. The pruning ensemble methods can be
classified into two groups based on their optimization approaches
[11,12]. The first group of methods includes greedy search meth-
ods, such as [13–16]. Although these algorithms have generated
significant attention (because they can obtain comparable results
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at much smaller computational costs), they cannot guarantee to
obtain a globally optimal ensemble. The second group consists of
global search methods, such as [7,6,9]. These algorithms can
obtain highly accurate results, but they are computationally
expensive [12,11]. Moreover, after pruning unnecessary classifiers,
these methods typically use a simple majority voting rule for the
remaining classifiers, in which all classifiers carry equal weight. In
contrast, it would be useful if this small subset of classifiers could
be weighted in some way according to their relative importance.

Motivated by the performance trade-offs inherent in the
techniques described above, we propose a novel ensemble learn-
ing framework which explores the global optimal sub-set of
classifiers for ensemble at low computation cost by posing the
ensemble learning problem in terms of another problem known as
compressed sensing [17–19]. Compressed sensing methods seek
sparse solutions to under-determined linear systems, sparse solu-
tions being those which contain large numbers of zero entities. We
consider such a sparse solution as being the set of weightings of
the individual classifiers of an ensemble classifier. Thus solving
this compressed sensing problem, firstly generates a sparse
weighting vector which produces accurate classification results
while containing many zeros (i.e. an ensemble with a minimum
number of classifiers to achieve good performance) and, secondly,
provides appropriate weights for the remaining small number of
classifiers according to their relative importance.

To help evaluate our method, an additional contribution of this
paper is a new kind of method for measuring the pairwise
diversity of the two classifiers, which we call a roulette-wheel
kappa-error. The roulette-wheel not only considers both weight-
ings of the two classifiers of each pair but also improves the clarity
and meaningfulness of such pairwise diagrams by selecting pairs
according to their significance, based on roulette-wheel selection.
In contrast, conventional methods, e.g. [20–22], show all possible
pairs of large ensembles on a single diagramwith apparently equal
significance, even when many of these pairs have insignificantly
small weightings.

The reminder of this paper is organized as follows. Section 2
gives a brief introduction to compressed sensing (CS), and then
presents the formulation and solution for the compressed sensing
ensemble selection method. Section 3 describes the roulette-wheel
kappa-error for evaluating such methods. Section 4 presents the
results of empirically testing the method on a large number of
public datasets. Section 5 provides concluding remarks and suggests
directions for future work.

2. Compressed sensing ensemble

Consider a supervised ensemble learning problem, where CiðxÞ is
the ith classifier in the ensemble fC1ðxÞ;C2ðxÞ;…;CNðxÞg. x is the input
vector from a data set X and y is the output corresponding to a given
input x. CiðxÞ is usually obtained by using a training dataset. A training
dataset Xtr is usually denoted as fðx1; y1Þ; ðx2; y2Þ;…; ðxM ; yMÞg and
xiARd, whose elements are real-valued or discrete such as weight,
color, age, height and so on. The y values are drawn from a discrete set
of class labels f1;2;…; cg. Note that here we only handle classification
with two-class labels and we set the labels as f1; �1g. A learning
algorithm uses a training dataset to generate a classifier, which is an
estimate of the unknown function y¼ f ðxÞ. The classifier CiðxÞ is a
hypothesis f iðxÞ about the true function f. It can predict the class, y, for
a new input vector, x, or a set of classes for a testing dataset, Xts. Let fij
be the prediction of the ith learner CiðxÞ for the jth sampling of the
training dataset xj, that is f ij ¼ CiðxjÞ.

An ensemble of the individual classifiers consists of a method
for combining the decisions of each classifier in some way such
as assigning weightings wi to each of the classifiers CiðxÞ.

The ensemble result for new input data x can be denoted as
y¼wTFðxÞ, where w is the vector of the weightings wi and FðxÞ is
the vector of the hypotheses f iðxÞ generated by each learning
algorithm. One of the key problems in ensemble learning is that of
how to find an appropriate choice of weighting for each learner.

The main contribution of this paper is to show how a com-
pressed sensing algorithm can be applied to ensemble learning, in
order to find a sparse but effective set of weightings for an
ensemble of the classifiers. Compressed sensing [17–19] is a signal
processing method that takes advantage of the signal's sparseness
in some domain and reconstructs the entire signal by solving the
under-determined linear system. Compressed sensing has attracted
considerable attention in applied mathematics, electrical engineer-
ing, statistics and computer science. Many applications have been
found in computer vision, coding theory, signal processing, image
processing and algorithms for efficient data processing.

More specifically, compressed sensing tries to find sparse
solutions to under-determined linear systems. Consider a matrix
FARM�N with MoN, and an under-determined linear system of
equations defined by the following equation:

Fw¼ y: ð1Þ
A sparse solution w can be solved from the above under-
determined system defined by Eq. (1). When noise is also
considered, compressed sensing becomes the problem of finding
a vector w according to

min
w

‖w‖0 s:t:‖y�Fw‖22rs; ð2Þ

where yARM is the observed vector and F is the sensing matrix. y
can therefore be regarded as being approximated by a linear
combination of the column vectors in F , that is

y� ðf 1; f 2;…; f N Þ � ðw1;w2;…;wNÞT ¼ ∑
N

i ¼ 1
wif i ð3Þ

where the weighting factors wi are stored in w. ‖y�Fw‖22 is
known as the measurement error.

The following sections explain in detail how to pose the
ensemble learning problem in terms of a compressed sensing
problem, and how to then solve such ensemble problems by
making use of sparse reconstruction algorithms, adapted from
the compressed sensing literature.

2.1. Problem formulation and solution technique

In ensemble learning, we try to obtain a subset of models that
contains the minimum number of classifiers, but which also
produces the maximum accuracy of all possible subsets of the
ensemble. In comparison, two objectives are typically emphasized
in compressed sensing problems: one is to minimize the sparsity
of the solution and the other is to minimize the measurement
error. This comparison, between the ensemble learning and
compressed sensing problems, is summarized in Table 1. It is
evident that minimizing the number of classifiers in the ensemble
can be considered as minimizing the zero-norm of w, if w denotes
the weightings for each individual classifier. Note that ‖w‖0 counts
the non-zero elements in the vector w. The second task for
efficient ensemble learning is to maximize the accuracy of the

Table 1
Comparison between the ensemble classifier and compressed sensing problems.

Two tasks for efficient ensemble
learning

Two objectives of compressed
sensing

Minimize the number of classifiers Minimize the zero-norm of w
Maximize the accuracy of these classifiers Minimize the measurement error
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