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a b s t r a c t

This paper presents a computationally efficient 3D face recognition system based on a novel facial
signature called Angular Radial Signature (ARS) which is extracted from the semi-rigid region of the face.
Kernel Principal Component Analysis (KPCA) is then used to extract the mid-level features from the
extracted ARSs to improve the discriminative power. The mid-level features are then concatenated into a
single feature vector and fed into a Support Vector Machine (SVM) to perform face recognition. The
proposed approach addresses the expression variation problem by using facial scans with various
expressions of different individuals for training. We conducted a number of experiments on the Face
Recognition Grand Challenge (FRGC v2.0) and the 3D track of Shape Retrieval Contest (SHREC 2008)
datasets, and a superior recognition performance has been achieved. Our experimental results show that
the proposed system achieves very high Verification Rates (VRs) of 97.8% and 88.5% at a 0.1% False
Acceptance Rate (FAR) for the “neutral vs. nonneutral” experiments on the FRGC v2.0 and the SHREC
2008 datasets respectively, and 96.7% for the ROC III experiment of the FRGC v2.0 dataset. Our
experiments also demonstrate the computational efficiency of the proposed approach.

& 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Face recognition has drawn considerable attention in the last few
decades due to its non-intrusiveness and wide number of applications,
e.g. surveillance and access control. Although considerable achieve-
ments have been attained with 2D face recognition, its accuracy is still
challenged by pose and illumination variations [1,2]. With the rapid
development of 3D imaging sensors, many researchers have now
turned to 3D face recognition due to its potential capabilities to
overcome the inherent limitations and drawbacks of 2D face recogni-
tion. Moreover, the geometrical information provided by 3D data has
the potential to achieve a greater recognition accuracy compared to 2D
data [3,4].

Based upon the type of strategy used to measure the similarity
between two facial surfaces, the existing 3D face recognition
approaches can be categorized into surface registration-based and
feature matching-based approaches. The surface registration-
based approaches commonly use the Iterative Closest Point (ICP)
algorithm [5–7] or one of its variants [8,9]. The ICP error is used

as a similarity measure between two matching facial surfaces for
recognition. The ICP itself does not require any feature extraction or
projection into another space. It is an iterative process and uses the
whole surface, which makes it computationally expensive.
The second type of approaches (i.e. feature matching-based) match
two 3D facial surfaces defined in different coordinate systems based
on object-centric shape features [10–13]. Some of them have
achieved very promising performance in terms of recognition
accuracy. However, despite achieving very high recognition accu-
racy, many of the existing approaches use complex shape features
[14–16,13]. They require complicated mathematical transformations
and are therefore not suitable for real-world applications due to the
high computational costs associated with them. In this work, we
develop an efficient Angular Radial Signature (ARS) to represent a
3D face. It encodes the complex 3D facial surface with a set of 1D
feature vectors, which attain sufficient discriminating power while
simultaneously achieving significant computational efficiency.

Similar to 2D face recognition, expression variation is also
considered to be the main challenge of 3D face recognition since
it introduces significant changes in the geometry of the facial
surface. Two approaches are usually adopted in the literature of 3D
face recognition to handle facial expressions. First, an expression
deformable model is learned from facial scans under both neutral
and nonneutral expressions. The learned model is then used to
morph out the expression deformations from a nonneutral face
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[17–19]. The second approach is simply based on the fact that
only few facial regions are affected by the distortions caused by
expressions and most of the other regions remain invariant. It was
proven that by only taking into account the least affected regions, a
more accurate and robust face recognition can be achieved com-
pared to the case of using the whole face [20,9,12]. Our expression
invariant face recognition system combines the strengths of the
above two approaches. First, when using the facial scans with
various expressions of each individual for training, the learned
model can accommodate expression variations across different
individuals. Second, the proposed ARS features are only extracted
from the semi-rigid facial region, which can remain relatively robust
under the distortions caused by expressions. Third, unlike many
existing 3D face recognition approaches which rely on surface
registration or complex feature matching between a probe face
and all gallery faces, our proposed ARS based approach is compu-
tationally efficient.

The rest of this paper is organized as follows. Section 2
describes the related work in the area of 3D face recognition and
provides an overview of our proposed approach. Section 3
describes the 3D face normalization algorithm. Section 4 provides
a detailed explanation of our proposed ARS facial representation.
Section 5 presents the proposed two-stage mapping-based train-
ing and testing strategy for 3D face recognition. An experimental
performance evaluation and a comparison with the state-of-the-
arts are provided in Section 6. Finally, Section 7 comments on and
concludes this work.

2. Related work and overview

2.1. Related work

The work in [1,4] provides a comprehensive survey of the 3D
face recognition approaches. In the following, we will restrain our
review to the approaches which are closely related to this work.
More specifically, we cover the basic 3D face recognition
approaches which were tested on the Face Recognition Grand
Challenge (FRGC v2.0) dataset (Section 2.1.1), approaches devel-
oped to handle expression variations (Section 2.1.2) and the
relevant 3D facial analysis approaches which were based on
machine learning techniques (Section 2.1.3).

2.1.1. Three dimensional face recognition
3D face recognition approaches can be coarsely classified into

two categories: surface registration-based and feature matching-
based approaches. Chang et al. [6] segmented the 3D face into
multiple regions. The regions around the nose of the gallery and
probe faces were matched (using ICP) and their matching scores
were combined to determine the final recognition results. In [21],
Lu et al. constructed a database of 3D mesh models from several
2.5D images and proposed a recognition approach based on the
ICP algorithm. To build their 3D meshes, they detected feature
points in the 2.5D images, and extracted the maximum and
minimum local curvatures. Next, the ICP was applied around these
points to align all the 2.5D overlapping regions. Then, the local
feature-based ICP registration error was used as a metric to
perform matching between faces. In [7], Faltermier et al. presented
a 3D face recognition approach based on the detection and
registration of multiple small facial regions (some of them over-
lapping), which were extracted based on specified distances with
respect to the location of the nosetip. These regions were then
matched independently using the ICP algorithm. They analyzed
their face recognition performance under different combinations
of these facial regions. They concluded that one combination,
which consists of 28 regions (around the nose) yielded the highest

recognition accuracy. This indicates that the nose and the region
around it are the least affected by expression deformations.

Al-Olsaimi et al. [10] proposed a 3D face recognition approach
which integrated global and local geometric cues. They repre-
sented the 3D face with multiple rank-0 tensor fields. Then, the
local and global fields were integrated into a 2D histogram. The
Principal Component Analysis (PCA) coefficients were extracted
from these histograms and combined into a single feature vector.
The Euclidean distance between a pair of feature vectors was used
as a similarity score to match two faces. Berretti et al. [15]
proposed a 3D face recognition system that partitioned a 3D face
into a set of isogeodesic stripes. Then, a descriptor named 3D
Weighted Walkthroughs (3DWWs) was used to represent these
stripes, and a graph-based matching algorithm was used to match
a pair of faces. Gupta et al. [22] proposed a 3D face recognition
approach that could automatically detect 10 anthropometric
fiducial points on a 3D face. They used a stochastic pairwise
method to calculate the Euclidean and geodesic distances between
these points and combined them into a single feature vector. Then,
a linear discriminant classifier was used for face recognition.

Most of the existing 3D face recognition approaches rely on a
surface registration or on complex feature (surface descriptor)
extraction and matching techniques. They are, therefore, compu-
tationally expensive and not suitable for practical applications. In
this work, we effectively and simply represent a 3D face by a set of
1D feature vectors. Compared with the existing approaches, it can
simultaneously achieve high recognition accuracy and computa-
tional efficiency.

2.1.2. Expression invariant approaches
The existing 3D face recognition approaches can be categor-

ized, with respect to handling facial expressions, into two groups:
(1) those which learn a model for the faces under different
expression deformations and (2) those which only extract and
process the rigid facial parts. In [17], Kakadiaris et al. proposed a
3D face recognition approach based on an annotated deformable
model. They mapped the 3D geometric information onto a 2D
regular grid to generate a so called geometric image. Two types of
wavelet transforms were then applied on the geometric image for
the extraction of features. In [18], Lu et al. developed a hierarchical
geodesic-based resampling method to extract landmarks for the
modeling of the deformations of a face under expression. Then, a
deformable model was constructed for each individual in the
gallery. The model is able to handle expressions and pose changes
simultaneously. Their experimental results showed that their
proposed model is robust under different facial expressions. Al-
Olsaimi et al. [19] presented a so called expression model which
was learned from pairs of neutral and nonneutral faces of each
individual in the gallery. Next, a PCA subspace was constructed
using the shape residues of the finely registered pairs of faces. The
learned model was then used to morph out any expression
deformation from a nonneutral face.

Amongst the approaches which belong to the second category,
Zhong et al. [20] divided the 3D face into upper and lower
(including the mouth) regions, but only used the upper region.
Gabor filters were applied to extract Gabor features, and the
centers of the filter response vectors were then learned by K-
means clustering. Finally, the recognition results were obtained
using a nearest neighbor classifier that was based on a learned
visual codebook representation. Mian et al. [9] proposed an
approach which automatically extracted two semi-rigid regions
from a 3D face. Then, the extracted regions were matched
individually using a modified ICP algorithm. The final matching
score was obtained by combining the minimum Mean Squared
Error (MSE) from each region. Lei et al. [12] developed a binary
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